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Preface

This manual gives an overview of Sun StorEdge™ 3510 FC arrays and Sun StorEdge 
3511 SATA arrays, and presents several sample storage solutions for entry-level, 
mid-range, and enterprise servers.

Caution – You should read the Sun StorEdge 3000 Family Safety, Regulatory, and 
Compliance Manual before beginning any procedure in this manual. 

How This Book Is Organized
This book includes the following topics:

Chapter 1 provides an overview of the array’s features. 

Chapter 2 provides an overview of important concepts and practices that underly 
the configurations you can use.

Chapter 3 helps you determine which direct-attached storage (DAS) and storage area 
network (SAN) configurations are most appropriate to your requirements.

Chapter 4 presents several sample DAS configurations you can use.

Chapter 5 presents several sample SAN configurations you can use.

Chapter 6 describes high-capacity configurations involving multiple expansion units 
and presents sample Sun StorEdge 3510 FC configurations that maximize reliability, 
availability, and serviceability (RAS).

Chapter 7 presents sample high-capacity Sun StorEdge 3511 SATA configurations 
that maximize reliability, availability, and serviceability (RAS).
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Using UNIX Commands
This document might not contain information on basic UNIX® commands and 
procedures such as shutting down the system, booting the system, and configuring 
devices. Refer to the following for this information:

■ Software documentation that you received with your system

■ Solaris™ operating system documentation, which is at

http://docs.sun.com

Shell Prompts

Shell Prompt

C shell machine-name%

C shell superuser machine-name#

Bourne shell and Korn shell $

Bourne shell and Korn shell superuser #
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Typographic Conventions

Related Documentation

Typeface*

* The settings on your browser might differ from these settings.

Meaning Examples

AaBbCc123 The names of commands, files, 
and directories; on-screen 
computer output

Edit your.login.login file.
Use ls -a to list all files.
% You have mail.

AaBbCc123 What you type, when contrasted 
with on-screen computer output

% su

Password:

AaBbCc123 Book titles, new words or terms, 
words to be emphasized. 
Replace command-line variables 
with real names or values.

Read Chapter 6 in the User’s Guide.
These are called class options.
You must be superuser to do this.
To delete a file, type rm filename.

Title Part Number

Sun StorEdge 3510 FC Array and Sun StorEdge 3511 SATA Array Release Notes 817-6597

Sun StorEdge 3000 Family Installation, Operation, and Service Manual for the Sun 
StorEdge 3510 FC Array and Sun StorEdge 3511 SATA Array

816-7300

Sun StorEdge 3000 RAID Firmware 3.25 and 3.27 User’s Guide 817-3711

Sun StorEdge 3000 Family Configuration Service 1.5 User’s Guide 817-3337

Sun StorEdge 3000 Family Diagnostic Reporter 1.5 User’s Guide 817-3338

Sun StorEdge 3000 Family Software Installation Manual (1.5/1.6) 817-3764

Sun StorEdge 3000 Family CLI 1.6 User’s Guide 817-4951

Sun StorEdge 3000 Family Rack Installation Guide for 2U Arrays 817-3629

Sun StorEdge 3000 Family FRU Installation Guide 816-7326

Sun StorEdge 3000 Family Safety, Regulatory, and Compliance Manual 816-7930
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Accessing Sun Documentation
All Sun StorEdge 3000 Family Best Practices Manual array documentation is available 
online at the following locations:

http://www.sun.com/products-n-solutions/hardware/docs/
Network_Storage_Solutions/Workgroup/3510

http://www.sun.com/products-n-solutions/hardware/docs/
Network_Storage_Solutions/Workgroup/3511

http://docs.sun.com/db/coll/3510FCarray

http://docs.sun.com/db/coll/3511FCarray

Contacting Sun Technical Support
For late-breaking news and troubleshooting tips, review the Release Notes at the 
locations shown in “Accessing Sun Documentation” on page x.

If you have technical questions about this product that are not answered in the 
documentation, go to:

http://www.sun.com/service/contacting

To initiate or check on a USA-only service request, contact Sun support at:

800-USA-4SUN

To obtain international technical support, contact the sales office of each country at:

http://www.sun.com/service/contacting/sales.html
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508 Accessibility Features 
The Sun StorEdge documentation is available in Section 508-compliant HTML files 
that can be used with assistive technology programs for visually impaired 
personnel. These files are provided on the Documentation CD for your product as 
well as on the websites identified in the previous “Accessing Sun Documentation” 
section. Additionally, the software and firmware applications provide keyboard 
navigation and shortcuts that are documented in the user's guides.

Sun Welcomes Your Comments
Sun is interested in improving its documentation and welcomes your comments and 
suggestions. You can submit your comments by going to:

http://www.sun.com/hwdocs/feedback

Please include the title and part number of your document with your feedback:

Sun StorEdge 3000 Family Best Practices Manual, part number 816-7325-16.
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CHAPTER 1

Overview

This Best Practices Manual describes the use of Sun StorEdge™ 3510 FC arrays and 
Sun StorEdge 3511 Serial ATA (SATA) arrays, as well as the use of their 
corresponding expansion units. It complements the Sun StorEdge 3000 Family 
Installation, Operation, and Service Manual for these products. 

This manual gives a high level overview of Sun StorEdge 3510 FC arrays and Sun 
StorEdge 3511 SATA arrays, and presents several sample storage solutions for entry-
level, mid-range, and enterprise servers. Use these solutions as-is or tailor them to fit 
your exact needs. Examples of customization opportunities include adding disks, 
enclosures and software. Choosing the solution that best matches your particular 
environment will provide the best results.

The Sun StorEdge 3510 FC array is a next-generation Fibre Channel storage system 
designed to provide direct attached storage (DAS) to entry-level, mid-range, and 
enterprise servers, or to serve as the disk storage within a storage area network 
(SAN). This solution features powerful performance and reliability, availability and 
serviceability (RAS) features using modern FC technology. As a result, the Sun 
StorEdge 3510 FC array is ideal for performance-sensitive applications and for 
environments with many entry-level, mid-range, and enterprise servers, such as:

■ Internet
■ Messaging
■ Database
■ Technical
■ Imaging

The Sun StorEdge 3511 SATA array is best suited for inexpensive secondary storage 
applications that are not mission-critical where higher capacity drives are needed, 
and where lower performance and less than 7/24 availability is an option. This 
includes near-line applications such as: 

■ Information lifecycle management
■ Content addressable storage
■ Backup and restore
■ Secondary SAN storage
1



■ Near-line DAS storage
■ Static reference data storage

Note – Procedures described for configuring the Sun StorEdge 3510 and 3511 arrays 
are the same except where noted in this manual.

Fibre Channel and SATA Array 
Architectures
The Sun StorEdge 3510 FC array and Sun StorEdge 3511 SATA array share many 
architectural elements. This section discusses those elements, making note of the few 
differences in how the architecture is implemented differently in the two arrays.

Sun StorEdge 3510 FC and Sun StorEdge 3511 SATA RAID controllers have six FC 
channels. RAID controller channels 0, 1, 4, and 5 are normally designated for 
connection to hosts or Fibre Channel switches. RAID controller channels 2 and 3 are 
dedicated drive channels that connect to disks. Each channel has a single port 
connection except the Sun StorEdge 3511 SATA array which has two extra ports (two 
connections for channels 0 and 1). 

In a dual RAID controller configuration, the architecture of the loops within the 
chassis provides both RAID controllers the same host channel designators. Each host 
channel of the top RAID controller shares a loop with the matching host channel on 
the bottom RAID controller. For example, channel 0 of the top RAID controller 
shares the same loop as channel 0 of the bottom RAID controller. This provides four 
distinct loops for connectivity. The individual loops provide LUN failover without 
causing HBA path failover in the event of a controller failure.

In a single RAID controller configuration, the lower I/O board has drive channels 
but does not have host channels. Overall, the same number of loops are available, 
but with only half as many host channel ports. All six fibre channels in a Sun 
StorEdge 3510 FC array’s I/O controller module support 1-Gbit or 2-Gbit data 
transfer speeds. 

Sun StorEdge 3510 FC Array Features
On the Sun StorEdge 3510 FC array, RAID controller channels 0, 1, 4, and 5 are 
normally designated host channels. Any of the host channels can be configured as a 
drive channel. In a dual controller configuration, each host loop includes two ports 
per loop, one port on the top controller and one port on the bottom controller.
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Sun StorEdge 3510 FC RAID controller channels 2 and 3 are dedicated drive 
channels that connect to expansion units. Each I/O board has two ports designated 
as disk drive loops. These ports connect to the internal dual-ported FC disk drives 
and are used to add expansion units to the configuration.

The two drive loop ports on the upper I/O board form FC loop 2 (channel 2) while 
the two drive ports on the lower I/O board form FC loop 3 (channel 3). FC loop 2 
provides a data path from both RAID controllers to the A loop of the internal disk 
drives, while FC loop 3 provides a data path from both RAID controllers to the B 
loop of the internal disk drives.

Sun StorEdge 3511 SATA Array Features
On the Sun StorEdge 3511 SATA array, RAID controller channels 0 and 1 are 
dedicated host channels. Channels 4 and 5 are host channels by default but can be 
configured as drive channels. RAID controller channels 2 and 3 are dedicated drive 
channels that connect to expansion units. 

Unlike the Sun StorEdge 3510 FC array, on the Sun StorEdge 3511 RAID controller 
host channels 0 and 1 include four ports per loop (two ports on the upper controller, 
and two ports on the lower controller). Channels 0 and 1 support 1-Gbit or 2-Gbit 
data transfer rates.

Sun StorEdge 3511 SATA RAID controller channels 4 and 5 provide two ports per 
loop (one port on each controller). Channels 4 and 5 support only a 2-Gbit data 
transfer rate.

Each Sun StorEdge 3511 SATA RAID controller has two ports designated as disk 
drive loops. The drive ports support only a 2-Gbit data transfer rate. These ports 
connect to the internal SATA disk drives using internal FC-SATA routing technology. 
These drive ports are also used to add expansion units to the configuration.

Like the host channels, each drive channel of the top RAID controller shares a loop 
with the matching drive channel on the bottom RAID controller. For example, drive 
channel 2 of the top RAID controller shares the same loop as channel 2 of the bottom 
RAID controller. 
Chapter 1 Overview  3



How Sun StorEdge 3511 SATA Arrays 
Differ From Sun StorEdge 3510 FC 
Arrays
Sun StorEdge 3511 SATA arrays use Serial ATA (SATA) disk technology, and are 
recommended for cost-sensitive archival, static storage, and backup applications. 
Primary applications where the Sun StorEdge 3511 SATA array might be used rather 
than the Sun StorEdge 3510 FC array include:

■ Applications requiring streaming or sequentially accessed data or those with cost-
sensitive duty cycles such as backup and archival storage are best served by the 
Serial ATA-disk solution of the Sun StorEdge 3511 SATA array. 

The StorEdge 3511 SATA array is designed for applications requiring lower-cost 
bulk storage (not a trait of FC disk-based solutions), where application or data 
availability is not a primary concern. 

The StorEdge 3511 SATA array should be used only for archival, backup, or static 
storage; do not use it to store single instances of data. Do not use it as a boot 
device. 

The Sun StorEdge 3511 SATA array can be used in multi-path and multi-host 
configurations where the array has a backup or archival role.

■ Applications demanding transaction-based random access patterns with high 
duty cycles are best suited to a Fibre Channel disk-based solution such as the Sun 
StorEdge 3510 FC array. The Sun StorEdge 3510 FC array is designed for business-
critical applications and their high-value data. These critical applications require 
higher availability (not a trait of SATA-disk based solutions). 

Before installing and configuring your array, please review the key differences 
between the Sun StorEdge 3510 FC array and the Sun StorEdge 3511 SATA array in the 
following table.

Note – Although the two products are very similar in appearance and setup, the 
configurations have very important differences. While the Sun StorEdge 3510 FC 
array can be used for all applications, its higher cost makes it a less desirable choice 
for certain applications. The Sun StorEdge 3511 SATA array’s features are a subset of 
the Sun StorEdge 3510 FC array’s functionality, and it should only be used as 
indicated below. Using the Sun StorEdge 3511 SATA array where a Fibre Channel 
disk-based solution is appropriate may result in the loss of data access or even, in 
extreme cases, in data corruption.
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TABLE 1-1 Comparison of Sun StorEdge 3510 FC Array and the Sun StorEdge 3511 SATA Array Features 

Sun StorEdge 3510 FC Array Sun StorEdge 3511 SATA Array

Applications Best suited for production 
applications where the superior 
features of FC technical 
characteristics and performance 
are required. This includes online 
applications such as: 
• Database
• Decision support
• Data warehousing
• Electronic commerce
• Enterprise resource planning
• Messaging, file and print

Best suited for inexpensive secondary 
storage applications that are not mission-
critical where higher capacity drives are 
needed, and where lower performance 
and less than 7/24 availability is an 
option. This includes near-line 
applications such as: 
• Information lifecycle management
• Content addressable storage
• Backup and restore
• Secondary SAN storage
• Near-line DAS storage
• Static reference data storage

Disks Fibre Channel disks: 
36, 73, or 146 GB at 10K RPM
36 or 73 GB at 15K RPM

SATA disks: 
250 GB at 7200 RPM

Maximum FC Host Ports per 
I/O Controller Module 

4 
(one SFP port each for channels 
0, 1, 4, and 5) 

6 
(two SFP ports each for channels 1 and 0; 
one SFP port each for channels 4 and 5) 

Maximum Number of 
Expansion Units Connected 
to a RAID Array

8 5

Maximum Number of Disks 
per Configuration

108  (1 RAID array + 8 expansion 
units) 

72    (1 RAID array + 5 expansion units) 

Maximum Number of 
Logical Drives 

8 logical drives 8 logical drives 

Maximum Total Storage 
Capacity

15.75 TB 18.0 TB

Maximum Usable Storage 
Capacity

14.0 TB RAID 5
15.1 TB RAID 0

14.0 TB RAID 5
16.0 TB Raid 0

Direct host-attached JBOD 
Support

One JBOD per server Not supported
Chapter 1 Overview  5



6  Sun StorEdge 3000 Family Best Practices Manual • November 2004



CHAPTER 2

Underlying Concepts and Practices

This chapter provides a brief overview of important concepts and practices that 
underly the configurations you can use. These concepts and practices are described 
in greater detail in other books in the Sun StorEdge 3000 Family documentation set. 
Refer to “Related Documentation” on page ix for a list of those books.

Fibre Channel Protocols
The Sun StorEdge 3510 FC array and Sun StorEdge 3511 SATA array support point-
to-point and Fibre Channel–Arbitrated Loops (FC–AL) protocols. Using the point-to-
point protocol with the Sun StorEdge 3510 FC arrays and Sun StorEdge 3511 SATA 
arrays require a switched fabric network (SAN), whereas selecting the FC-AL 
protocol enables the arrays to be used in either DAS or SAN environments. Using 
the point-to-point protocol enables full-duplex use of the available channel 
bandwidth, whereas using the FC-AL protocol limits host channels to half-duplex 
communication.

In a point-to-point configuration, only one ID can be assigned to each host channel. 
If more than one ID is assigned, the point-to-point protocol rules are violated. Any 
host channel with more than one ID will not be able to log into an FC switch in 
fabric mode. This “one-ID-per-channel” requirement is true in both single-controller 
and dual-controller configurations. Thus, in dual-controller configurations, either the 
primary or the secondary controller can have an ID assigned, but not both. This 
yields: 

4 (host channels) x 1 (ID per channel) x 32 (LUNs per ID) = 128 maximum 
addressable LUNs in a fabric point-to-point environment. If dual paths are 
desired for each logical device, a maximum of 64 dual-pathed LUNs are available.

In an FC-AL configuration, multiple IDs can be assigned to any given host channel. 
The maximum number of storage partitions that can be mapped to a RAID array is 
1024. 
7



There are several ways that 1024 LUNs can be configured. For example:

4 (host channels) x 8 (IDs per channel) x 32 (LUNs per ID) =  
1024 maximum addressable LUNs in a FC-AL environment.

However, configuring the maximum number of LUNs increases overhead and can 
have a negative impact on performance.

The FC-AL protocol should be selected for environments needing more than 128 
LUNs, or where a switched fabric network is not available.

Supported RAID Levels
Several RAID levels are available: RAID 0, 1, 3, 5, 1+0 (10), 3+0 (30), and 5+0 (50). 
RAID levels 1, 3, and 5 are the most commonly used. Sun StorEdge 3000 family 
arrays support the use of both global and local spare drives in the unlikely event of 
disk failure. It is good practice to use spare drives when configuring RAID devices. 
Refer to the Sun StorEdge 3000 Family RAID Firmware User’s Guide for detailed 
information about how RAID levels and spare drives are implemented.

Logical Drives
A logical drive (LD) is a group of physical drives configured with a RAID level. Each 
logical drive can be configured for a different RAID level. 

Sun StorEdge 3510 FC arrays and Sun StorEdge 3511 SATA arrays support a 
maximum of eight logical drives. A logical drive can be managed by either the 
primary or secondary controller. The best practice for creating logical drives is to 
add them evenly across the primary and secondary controllers. The most efficient 
maximum configuration would have four logical drives assigned to each controller. 
With at least one logical drive assigned to each controller, both controllers are active. 
This configuration is known as an active-active controller configuration and allows 
maximum use of a dual controller array's resources.

Supporting large storage capacities requires using maximum-sized logical drives. 
See TABLE 2-1 and TABLE 2-3 to determine the maximum number of disk drives you 
can include in a logical drive. The largest supported logical drive configuration is 
determined by the size of your disk drives, cache optimization and the logical 
drive’s RAID level (see TABLE 2-2 and TABLE 2-4). Maximizing existing logical drives 
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before building a new logical drive is recommended. In the Sun StorEdge 3511 SATA 
array, for example, this can result in a supported storage capacity of 16 Tbytes (8 
logical drives x 2 Tbytes each = 16 Tbytes total capacity).

Note – For optimum configuration of the Sun StorEdge 3511 SATA array, only 
sequential optimization is used. 

TABLE 2-1 Maximum Number of Disks per Sun StorEdge 3510 FC Array Logical Drive

Disk Capacity 
(GB)

RAID 5 
Random

RAID 5  
Sequential

RAID 3 
Random

RAID 3  
Sequential

RAID 1 
Random

RAID 1  
Sequential

RAID 0 
Random

RAID 0  
Sequential

36.2 14 31 14 31 28 36 14 36

73.4 7 28 7 28 12 30 6 27

146.8 4 14 4 14 6 26 3 13

TABLE 2-2 Maximum Usable Capacity (Gbyte) per Sun StorEdge 3510 FC Array Logical Drive

Disk Capacity RAID 5 
Random

RAID 5  
Sequential

RAID 3 
Random

RAID 3  
Sequential

RAID 1 
Random

RAID 1  
Sequential

RAID 0 
Random

RAID 0  
Sequential

36.2 471 1086 471 1086 507 543 507 1122

73.4 440 1982 440 1982 440 1101 440 1982

146.8 440 1908 440 1908 440 1908 440 1908

TABLE 2-3 Maximum Number of Disks per Sun StorEdge 3511 SATA Array Logical Drive

Disk Capacity (GB) RAID 5 Sequential RAID 3 Sequential RAID 1 Sequential RAID 0 Sequential

250.0 8 8 8 8

TABLE 2-4 Maximum Usable Capacity (Gbyte) per Sun StorEdge 3511 SATA Array Logical Drive

Disk Capacity RAID 5 Sequential RAID 3 Sequential RAID 1 Sequential RAID 0 Sequential

250.0 1908 1908 2000 2000
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Note – You cannot use all disks for data when using 108 146-Gbyte or 72 250-Gbyte 
disks. The remaining disks are usually used as spares.  
 
Be sure to check the latest product Release Notes for additional guidelines or 
limitations for large configurations. 

Each logical drive can be partitioned into up to 128 separate partitions or used as a 
single partition. Partitions are presented to hosts as LUNs.

Once the logical drives have been created, assigned to a controller, and partitioned, 
the partitions must be mapped to host channels as LUNs in order for them to be 
seen by a host. It is usually desirable to map each partition to two host channels for 
redundant pathing.

A partition can only be mapped to a host channel where its controller has an 
assigned ID. For example, if LD 0 is assigned to the primary controller, all partitions 
on LD 0 will need to be mapped to a host channel ID on the primary controller 
(PID). Any logical drives assigned to the secondary controller will need to have all 
partitions mapped to a host channel ID on the secondary controller (SID).

When attaching FC cables for LUNs configured with redundant paths, make sure 
one cable is connected to a channel on the upper controller and the other cable is 
connected to a different channel on the lower controller. Then, if multipathing 
software is configured on the host, a controller can be hot-swapped in the event of 
failure without losing access to the LUN.

For example, suppose partition 0 of LD 0 is mapped to Channel 0 PID 42 and 
Channel 5 PID 47. To ensure that there is no single point of failure (SPOF), connect a 
cable from the host HBA or a switch port to the upper board port FC 0, and connect 
a second cable from the lower board port FC 5 to a different host HBA or switch.

Cache Optimization
Sun StorEdge 3000 family arrays provide settings for both sequential I/O and 
random I/O. Sequential I/O is the default setting. The logical drive, cache memory, 
and other controller internal parameters are adjusted to transfer information most 
efficiently for each optimization mode; they also control the size of logical drives 
and number of disks per logical drive. For the maximum capacity and number of 
disks in each optimization mode, refer to:

■ “Maximum Number of Disks per Sun StorEdge 3510 FC Array Logical Drive” on 
page 9.
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■ “Maximum Usable Capacity (Gbyte) per Sun StorEdge 3510 FC Array Logical 
Drive” on page 9.

■ “Maximum Number of Disks per Sun StorEdge 3511 SATA Array Logical Drive” 
on page 9.

■ “Maximum Usable Capacity (Gbyte) per Sun StorEdge 3511 SATA Array Logical 
Drive” on page 9.

* See also “How Sun StorEdge 3511 SATA Arrays Differ From Sun StorEdge 3510 FC Arrays” 
on page 4. 

Note – Sequential or random optimization must be set prior to creating logical 
drives. The change takes effect after the controller resets. 

Optimization mode limitations include the following:

■ One optimization mode must be applied to all logical drives in a RAID array. 

■ Once the optimization mode is selected and logical drives are created, the 
optimization mode of those logical drives cannot be changed. The only way to 
change the optimization mode is to delete all logical drives, select the new 
optimization mode, reboot the array, and create new logical drives. Any existing 
data on the logical drives is lost during this procedure, making it necessary to 
determine the appropriate optimization mode prior to creating logical drives.

■ Considering the characteristics of SATA disks and the application performance 
requirements for near-line storage, use Sun StorEdge 3511 SATA arrays and 
expansion units only with sequential I/O optimization. 

■ In a single-controller configuration, disable the Write-Back Cache feature to avoid 
the possibility of data corruption in the event of a controller failure. This has a 
negative effect on performance. To avoid either issue, use dual controllers.

TABLE 2-5 Sequential and Random Optimization Modes 

Sequential Optimization Random Optimization 

Applicable products Sun StorEdge 3510 FC arrays 
Sun StorEdge 3511 SATA arrays 

Sun StorEdge 3510 FC arrays

Read/Write Data 
Throughput 

Large 128K blocks Small 32K blocks

Maximum size of 
logical drive 

2 Tbyte 512 Gbyte

Example 
applications * 

Video and imaging applications Database/transaction 
processing applications
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Using two single-controllers in a clustering environment with host-based 
mirroring provides some of the advantages of using a dual controller. However 
you still need to disable the Write-Back Cache in case one of the single controllers 
fails and you want to avoid the risk of data corruption. For this reason, a dual 
controller configuration is preferable.

Array Management Tools
Sun StorEdge 3000 family arrays use the same management interfaces and 
techniques. They can be configured and monitored through any of the following 
methods: 

■ Using the out-of-band serial port connection (RAID only), a Solaris tip session or 
terminal emulation program for other supported operating systems can be used 
to access an array’s internal firmware application. All procedures can be 
performed by using the firmware’s terminal interface via the COM port.

■ Using the out-of-band Ethernet port connection, telnet can be used to access the 
firmware application. All procedures except the initial assignment of an IP 
address can be done through an Ethernet port connection. Refer to the Sun 
StorEdge 3000 Family Installation, Operation and Service Manual for your array for 
more information. 

■ Using the out-of-band Ethernet port connection or in-band FC connection, Sun 
StorEdge Configuration Service software or the Sun StorEdge CLI can configure 
and manage an array from a host system. Sun StorEdge Configuration Service 
provides a graphical user interface (GUI) that displays information about 
multiple aspects of the system at a glance. The main advantages of the CLI are 
that commands can be scripted and information can be passed to other programs.

Note – To set up and use the Sun StorEdge Configuration Service software package, 
refer to the Sun StorEdge 3000 Family Configuration Service User's Guide. The CLI is 
installed as part of the SUNWsccli package. Information about CLI functionality can 
be found in the Sun StorEdge 3000 Family CLI User’s Guide, and in the sccli man 
page once the package is installed.

SATA drives respond more slowly than FC drives when being managed by either 
Sun StorEdge Configuration Service or the CLI. From a performance standpoint, it is 
preferable to use these applications out-of-band to monitor and manage a Sun 
StorEdge 3511 SATA array. However, security considerations may take precedence 
over performance considerations. If you assign an IP address to an array in order to 
manage it out-of-band, for security reasons consider keeping the IP address on a 
private network rather than a publicly routable network.
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Note – Do not use both in-band and out-of-band connections at the same time to 
manage the array. Otherwise conflicts between multiple operations might occur.

Configuring an Array’s RCCOM 
Channel
Redundant controller communication (RCCOM) provides the communication 
channels by which two controllers in a redundant RAID array communicate with 
one another. This communication allows the controllers to monitor each other, and 
includes configuration updates, and control of cache. By default, channels 2 and 3 
are configured as DRV + RCCOM (Drive and RCCOM). In this configuration, 
RCCOM is distributed over all DRV + RCCOM channels. However, when host 
channels remain unused two alternative configurations are available.

Using Four DRV + RCCOM Channels
If only channels 0 and 1 are used for communication with servers, channels 4 and 5 
can be configured as DRV + RCCOM, thus providing four DRV + RCCOM channels 
(channels 2, 3, 4 and 5). An advantage of this configuration is channels 4 and 5 are 
still available for connection of expansion units. The impact of RCCOM is reduced 
because it is now distributed over four channels instead of two. If at a later time you 
choose to add an expansion unit, it will not be necessary to interrupt service by 
resetting the controller after reconfiguring a channel.

To configure channels 4 and 5 as additional DRV + RCCOM channels:

1. Access the firmware application of the array. 

2. On the Main Menu, choose “view and edit Scsi channels.”

3. Select channel 4.

4. Choose “channel Mode → Drive + RCCOM.”

5. Choose Yes to confirm.

6. Choose No decline the controller reset.

7. Select channel 5.

8. Choose “channel Mode → Drive + RCCOM.”
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9. Choose Yes to confirm.

10. Choose Yes to reset the controller.

Using Channels 4 and 5 as RCCOM Channels
When only channels 0 and 1 are used for communication with servers, another 
option is to assign channels 4 and 5 as dedicated RCCOM channels. This reduces the 
impact of RCCOM on the drive channels by removing RCCOM from drive channels 
2 and 3. In this configuration, however, channels 4 and 5 cannot be used to 
communicate with hosts or to attach expansion modules. To configure channels 4 
and 5 as dedicated RCCOM channels:

Caution – If you later reconfigure channels 4 and 5 as host or drive channels, 
restore channels 2 and 3 as DRV + RCCOM channels or the RAID array will no 
longer operate.

1. Access the firmware application of the array. 

2. On the Main Menu, choose “view and edit Scsi channels.”

3. Select channel 4.

4. Choose “channel Mode → RCCOM.”

5. Choose Yes to confirm.

6. Choose No to decline the controller reset. 

7. Select channel 5.

8. Choose “channel Mode → RCCOM.”

9. Choose Yes to confirm.

10. Choose No to decline the controller reset.

11. Select channel 2.

12. Choose “channel Mode → drive.”

13. Choose Yes to confirm.

14. Choose No to decline the controller reset.

15. Select channel 3.

16. Choose “channel Mode → drive.”
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17. Choose Yes to confirm.

18. Choose Yes to reset the controller.

Saving and Restoring Configuration 
Information
An important feature of these management tools is the ability to save and restore 
configuration information in a number of ways. Using the array’s firmware 
application, the configuration information (NVRAM) can be saved to disk. This 
provides a backup of the controller-dependent configuration information such as 
channel settings, host IDs, FC protocol, and cache configuration. It does not save 
LUN mapping information. The NVRAM configuration file can restore all 
configuration settings but does not rebuild logical drives.

The Sun StorEdge Configuration Service software can be used to save and restore all 
configuration data, including LUN mapping information. It can also be used to 
rebuild all logical drives and therefore can be used to completely duplicate an 
array’s configuration to another array.
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CHAPTER 3

Planning Your Storage Architecture

There are two popular methods for connecting storage to servers. 

■ Direct attached storage (DAS) uses a direct connection between a server and its 
storage system. The DAS solution of connecting each server to its own dedicated 
storage system is straightforward, and the absence of storage switches can 
minimize costs in some instances.

■ A storage area network (SAN) places a Fibre Channel (FC) storage switch 
between network servers and storage systems. A SAN solution shares a storage 
system among multiple servers using FC storage switches, and reduces the total 
number of storage systems required for a particular environment at the cost of 
additional element management (FC switches) and FC path complexity.

FIGURE 3-1 DAS and SAN Storage Architectures

Selecting the best storage architecture for a particular environment can be a 
confusing exercise. In general, some environments are well-suited for DAS while 
others benefit greatly from SAN.

 

 

Direct-Attached Storage (DAS)

Storage Area Network (SAN)
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The challenge of selecting between DAS and SAN is often further complicated by the 
need to choose between different storage systems, one designed for DAS or another 
intended for SAN. Fortunately, Sun StorEdge 3510 FC arrays and Sun StorEdge 3511 
SATA arrays inherently support both DAS and SAN.

Direct-Attached Storage
One powerful feature of Sun StorEdge 3510 FC arrays and Sun StorEdge 3511 SATA 
arrays is their ability to support multiple direct-attached servers without requiring 
storage switches. They accomplish this by using intelligent internal Fibre Channel 
networks. Servers can be directly connected using built-in external Fibre Channel 
ports, if available, or add-in Fibre Channel host adapter cards.

■ Sun StorEdge 3510 FC arrays automatically configures ports to match the transfer 
speed and communication method of each connection.

Note – Some older 1-Gbyte FC HBAs do not correctly support current auto-
negotiation. In such configurations, set the transfer speed to 1-Gbyte rather than 
Auto. Refer to the release notes for your array to see the HBAs support ed for your 
host and any limitations. Refer to the Sun StorEdge 3000 Family RAID Firmware User’s 
Guide for information about how to set transfer speed.

■ For Sun StorEdge 3511 SATA arrays, channels 0 and 1 automatically configure 
their ports to match the transfer speed and communication method of each 
connection. Channels 4 and 5 only support a 2-Gbyte transfer rate.

FIGURE 3-2 Two DAS Configurations

  
Standard DAS Configuration High Availability DAS Configuration
18  Sun StorEdge 3000 Family Best Practices Manual • November 2004



The actual number of servers that can be connected varies according to the number 
of controllers in the array. It also depends on the number of Fibre Channel 
connections used for each server and the total number of small form-factor 
pluggable (SFP) interface modules installed. DAS configurations often include single 
or dual servers only, though a dual-controller array can support up to:

■ Four servers with redundant connections for Sun StorEdge 3510 FC arrays, or 
eight servers in non-redundant DAS configurations.

■ Six servers with redundant connections for Sun StorEdge 3511 SATA arrays, or 12 
servers in non-redundant DAS configurations.

Note – Do not use a Sun StorEdge 3511 SATA array to store single instances of data. 
It is more suitable for use in multipath and multi-host configurations where the 
array has a backup or archival role. 

Additional SFP modules are required to support more than two servers with 
redundant connections or four servers in non-redundant configurations. For 
information about obtaining and relocating SFP modules, refer to the Sun StorEdge 
3000 Family Installation, Operation, and Service Manual for the Sun StorEdge 3510 FC 
Array and Sun StorEdge 3511 SATA Array.

Note – Except in some clustering configurations, in a DAS Loop configuration when 
you connect two hosts to channel 0 (both FC 0 ports of either controller), or channel 
1 (both FC 1 ports of either controller) on a Sun StorEdge 3511 SATA array, you must 
use host filtering if you want to control host access to storage. Refer to the user 
documentation for your clustering software to determine whether the clustering 
software can manage host access in this configuration.

Storage Area Networking
Combining storage switches with a Sun StorEdge 3000 series array configuration 
creates a SAN, increasing the number of servers that can be connected. Essentially, 
the maximum number of servers that can be connected to the SAN becomes equal to 
the number of available storage switch ports. Storage switches generally include the 
ability to manage and monitor the Fibre Channel networks they create, which can 
reduce storage management workloads in multiple server environments.
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Sun StorEdge 3510 FC arrays and Sun StorEdge 3511 SATA arrays are designed to be 
deployed in SANs based on switched Fibre Channel fabrics. In a SAN scenario, the 
server HBAs are connected to one side of the fabric and storage is connected to the 
other. A SAN fabric automatically routes Fibre Channel packets between ports on 
one or many Fibre Channel switches.

SAN deployment enables Sun StorEdge 3510 FC arrays and Sun StorEdge 3511 SATA 
arrays to be used by a larger number of hosts. This storage strategy tends to utilize 
storage resources more effectively and is commonly referred to as storage 
consolidation.

The number of hosts that can effectively share one array depends on several factors, 
such as the type of host application, bandwidth requirements, and the need for 
concurrent IOPs. Since most applications have moderate performance needs, it is 
quite feasible to have several hosts sharing the same Sun StorEdge 3510 FC or 3511 
SATA array controller, with the following network characteristics:

■ The applications used with the Sun StorEdge 3511 SATA array are 
characteristically higher bandwidth and lower IOPS. Sharing a StorEdge 3511 
SATA array among several servers will depend upon the division of performance 
among the applications installed on each server actively accessing the Sun 
StorEdge 3511 SATA array. 

■ The Sun StorEdge 3510 FC Array is better suited for larger configurations with 
broader application requirements and higher IOPS.

A SAN can also support multiple arrays. Increasing the number of arrays makes 
more performance and capacity available within a storage network for sharing 
among the servers connected to the SAN. A SAN also provides great flexibility in 
how storage capacity can be allocated among servers and eliminates cabling changes 
when reallocation of storage becomes necessary.

When an array is deployed in a SAN, both point-to-point (full fabric) and arbitrated 
loop (public loop) modes are supported. Point-to-point mode enables superior full-
duplex performance but limits the total number of addressable LUNs to 128, or to 64 
when redundant pathing is used.

Scaling Capacity
Sun StorEdge 3510 FC arrays and Sun StorEdge 3511 SATA arrays are available in a 
number of configurations to address a broad range of storage capacities. 

■ The Sun StorEdge 3510 FC array is available with 15,000 RPM FC disks to address 
high-performance requirements.
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■ The Sun StorEdge 3511 SATA array is available in larger capacities to better 
address the needs of the bulk storage market. The additional storage capacity of 
the Sun StorEdge 3511 SATA array provides more storage for each server 
attached. Larger capacity disks do not effectively support large groups of servers 
or users, so spreading the extra capacity among a larger number of servers results 
in poor performance and, in extreme cases, possible loss of data. 

Base systems include single or redundant controllers and a choice of five or twelve 
disks. This results in storage capacities as small as:

■ 0.73 Tbyte with five 146-Gbyte disks for Sun StorEdge 3510 FC arrays.
■ 1.25 Tbyte with five 250-Gbyte disks for Sun StorEdge 3511 SATA arrays.

Capacities can be as large as:

■ 1.75 Tbyte with twelve 146-Gbyte disks for Sun StorEdge 3510 FC arrays.
■ 3.00 Tbyte with twelve 250-Gbyte disks for Sun StorEdge 3511 SATA arrays.

Additional storage capacity can be dynamically created, starting with a system with 
five disks and then adding one or more disks. Expansion units can be dynamically 
added to base systems when more storage capacity is required than a single Sun 
array can provide.

Sun StorEdge 3510 FC arrays and Sun StorEdge 3511 SATA arrays remain single 
storage systems as expansion units are added, even though there are multiple 
interconnected physical units. Expansion units simply add bays to base units to 
increase the total number of disks that can be supported.

■ A Sun StorEdge 3510 FC array can support eight expansion units for a total of 108 
146-Gbyte disks, providing a maximum of storage capacity of 15.668 Tbyte.

■ A Sun StorEdge 3511 SATA array can support five expansion units for a total of 72 
250-Gbyte disks, providing a maximum storage capacity of 16 Tbyte.
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FIGURE 3-3 Increasing Capacity

Caution – For optimum and successful use of each array, check that you are using 
the array with the correct applications. 

First Steps in Designing a Solution
There are two simple yet effective approaches for designing a Sun StorEdge 3510 FC 
arrays and Sun StorEdge 3511 SATA array solution into your environment. Both 
methods allow for the rapid estimation of an appropriate DAS or SAN solution. 
Regardless of which method is used, the storage needs of each application and 
server involved must be identified to establish the total amount of storage capacity 
required.

Designing a Storage Solution for an Existing 
Environment 
The first method works well for existing environments. Start by identifying the 
number of servers that can immediately benefit from the storage that the array 
provides. 

ScalabilityScalability

Up to 12 disks Up to 24 disks Up to 36 disks Up to 48 disks Up to 60 disks Up to 72 disks
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■ A Sun StorEdge 3510 FC array can support five or more servers. If there are four 
or fewer servers, a DAS solution is sufficient.

■ A Sun StorEdge 3511 SATA array can support seven or more servers. If there are 
six or fewer servers, a DAS solution is sufficient. If you connect two servers to 
channel 0 or to channel 1, use host filtering if you want to control host access to 
logical drives.

With either the Sun StorEdge 3510 FC array or the Sun StorEdge 3511 SATA array, a 
SAN solution can be a powerful option, even when the array is connected to a 
number of servers that can otherwise be supported in a DAS solution. Combining 
both the Sun StorEdge 3510 FC array and Sun StorEdge 3511 SATA array on the 
same SAN allows for a tiered storage strategy, using StorEdge SAM-FS as the data 
mover amongst tiers. Determine how much storage is currently accessible to these 
servers and plan for that total capacity as the minimum amount of disk capacity 
needed.

Designing a New Storage Solution
Another technique involves matching a particular environment to one of the best 
practices solutions described in this document. This approach works particularly 
well with new deployments, but it can be used for existing environments as well. 
Take note of special features, such as the number of connections between servers and 
storage. While these solutions do not match every environment exactly, use the 
closest one as a design blueprint that can be customized to suite your particular 
environment. For environments with different server configurations, choose the 
solution that best matches the servers whose applications are mission-critical or 
most important.

General Configuration Considerations
The entry-level configuration for an FC or SATA array uses only one RAID 
controller. If this configuration is used, two single-controller arrays should use host-
based mirroring   to ensure high reliability, availability, and serviceability (RAS).

Note – Please refer to VERITAS Volume Manager or an equivalent host mirroring 
application to set up the optimum configuration with single-controller arrays. 

Use dual-controller arrays to avoid a single point of failure. A dual-controller FC 
array features a default active-to-active controller configuration. This configuration 
improved application availability because, in the unlikely event of a controller 
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failure, the array automatically fails over to a second controller, resulting in no 
interruption of data flow. Single controller arrays are provided for small 
configurations requiring fast, scratch disk, as in EDA environments.

Sun StorEdge 3510 FC arrays and Sun StorEdge 3511 SATA arrays are extremely 
flexible, but when designing storage solutions remember to keep them as simple as 
possible. Keep the following suggestions in mind when designing the configuration 
of a Fibre Channel storage system:

■ To ensure power redundancy, connect the two power modules to two separate 
circuits, such as one commercial circuit and one UPS.

■ In a single-controller configuration, disable the Write-Back Cache feature to avoid 
the possibility of data corruption in the event of a controller failure. This will 
have a negative effect on performance. To avoid either issue, use dual controllers.

■ Using two single-controllers in a clustering environment with host-based 
mirroring provides some of the advantages of using a dual controller. However, 
you still need to disable the Write-Back Cache in case one of the single controllers 
fails and you want to avoid data corruption. For this reason, a dual controller 
configuration is preferable.

■ Prior to creating logical drives and mapping them to host channels, set the 
appropriate cache optimization, Fibre Channel protocol, and controller channel 
IDs. Reset the controller after these configuration parameters have been set.

■ For best performance and RAS, create logical drives across expansion units.

■ To avoid disruptions to other hosts sharing the same array, do not share a logical 
drive among multiple hosts.

■ Use either local or global spare drives when creating logical drives. Any free 
drive can be designated as a spare and more than one drive can be used as a 
spare.

■ Use dual pathing for each LUN and use Sun StorEdge Traffic Manager software to 
provide load balancing across controller ports for increased performance.

■ The maximum number of LUNs when using point-to-point protocol is 128 for 
single-path configurations and 64 for dual-path configurations.

■ Power-up the equipment in the following order:

a. Expansion units

b. RAID array

c. Host computers

■ Install Sun SAN Foundation software along with the latest patches and firmware.

■ Install Sun Storage Automated Diagnostic Environment (StorADE) 2.3 software. 
(See FIN# I0959-1).

■ Connect the Ethernet management ports to a private Ethernet network (Sun 
Alert# 26464).
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■ After completing the configuration of a Sun StorEdge 3510 FC array or Sun 
StorEdge 3511 SATA array, the configuration should be saved using the firmware 
“Save nvram to disks” menu option or the Sun StorEdge Configuration 
Service Console's “save configuration” utility.
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CHAPTER 4

DAS Configurations

This chapter presents several DAS configurations you can use.

Single-Controller DAS Configurations

Note – Using single connections between Fibre Channel arrays and servers creates 
single points of failure (SPOF) that can cause interruptions in the event a connection 
becomes unreliable or fails. This is not a recommended configuration unless host-
based mirroring is utilized to protect against single points of failure. Similarly, using 
only a single controller creates a single point of failure, unless single controllers are 
used in pairs and mirrored. Using a dual-controller configuration, as shown in 
“Dual-Controller Multipath DAS Configurations” on page 32, is preferable to using a 
single controller or a pair of single controllers.
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FIGURE 4-1 Three Single-Controller DAS Configurations

Note – Do not use a Sun StorEdge 3511 SATA array to store single instances of data. 
It is more suitable for use in multipath and multi-host configurations where the 
array has a backup or archival role. 

Single-Controller DAS Tips and Techniques
■ A Sun StorEdge Fibre Channel array with a single controller can be configured to 

support up to four host connections (Sun StorEdge 3510 FC array) or six host 
connections (Sun StorEdge 3511 SATA array). These connections can be used in 
pairs, individually, or in any combination of both.

■ You need to add SFP modules to support more than two host connections to the 
Sun StorEdge 3510 FC arrays or to the Sun StorEdge 3511 SATA array. For 
information about adding SFP modules, refer to the Sun StorEdge 3000 Family 
Installation, Operation, and Service Manual for the Sun StorEdge 3510 FC array and 
the Sun StorEdge 3511 SATA array.

 

  

 

 

Single Server Dual Servers

Quad Servers
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■ This single-controller configuration offers no redundancy. Consider mirroring 
single controllers or using dual controllers instead to achieve redundancy and 
increase reliability, availability, and serviceability. See “General Configuration 
Considerations” on page 23

Single-Controller DAS Setup Details
FIGURE 4-2 shows a single-controller Sun StorEdge 3510 FC array in a DAS 
configuration. FIGURE 4-3 shows a single-controller Sun StorEdge 3511 SATA array in 
a DAS configuration.

FIGURE 4-2 Sample Single-Controller Sun StorEdge 3510 FC DAS Connections

Server 1

Server 2

Server 4Server 3
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FIGURE 4-3 Sample Single-Controller Sun StorEdge 3511 SATA DAS Connections

The general procedure for creating this configuration follows.

1. Check the position of installed SFP modules. Move or add SFP modules as 
necessary to support the connections needed.

2. Connect expansion units if needed.

For information about connecting multiple expansion units, see “Sun StorEdge 3510 
FC Array High-Capacity Configurations” on page 47 or “Sun StorEdge 3511 SATA 
Array High-Capacity Configurations” on page 61. 

TABLE 4-1 Sample Setup Summary for Single-Controller DAS  Configurations

Channel Number Primary ID Number
Secondary ID 
Number

0 40 N/A

1 43 N/A

2 14 N/A

3 14 N/A

4 44 N/A

5 47 N/A

H/D/RCC

Server 3 Server 2

Server 1
Server 4
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3. Configure cache optimization. If you are configuring a Sun StorEdge 3511 SATA 
array, confirm that cache optimization is sequential.

4. Create one Logical Drive for each server and configure spare disks.

5. Map Logical Drive 0 to controller channel 0.

6. Map Logical Drive 1 (if created) to controller channel 5.

7. Map Logical Drive 2 (if created) to controller channel 1.

8. Map Logical Drive 3 (if created) to controller channel 4.

9. Connect the first server to controller port FC 0.

10. Connect the second server (if needed) to controller port FC5.

11. Connect the third server (if needed) to controller port FC 1.

12. Connect the fourth server (if needed) to controller port FC4.

13. After completing the configuration, save the configuration using the “Save nvram 
to disks” menu option in the firmware application or the “save configuration” 
command in Sun StorEdge Configuration Service. 
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Dual-Controller Multipath DAS 
Configurations

FIGURE 4-4 Sample Dual-Controller Multipath DAS Configurations

Note – Do not use a Sun StorEdge 3511 SATA array to store single instances of data. 
It is more suitable for use in multipath and multi-host configurations where the 
array has a backup or archival role.

 

  

 

 

Single Server Dual Servers

Quad Servers
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Dual-Controller Multipath DAS Tips and 
Techniques
■ A Sun StorEdge 3510 FC array with two controllers can be configured to support 

up to eight host connections. The Sun StorEdge 3511 SATA array can be 
configured to support up to 12 host connections. These connections can be used in 
pairs for redundancy, individually or in any combination of both.

■ You need to add SFP modules to support more than four host connections to an 
array. For information about adding SFP modules, refer to the Sun StorEdge 3000 
Family Installation, Operation, and Service Manual for the Sun StorEdge 3510 FC 
array and the Sun StorEdge 3511 SATA array.

■ Using two single-port 2-Gbit FC host adapters in a high-availability configuration 
makes optimum use of a Fibre Channel array’s redundancy. Mapping logical 
drive partitions to two paths while using multipathing software provides the best 
redundancy.

■ For complete redundancy and high availability, use host-based multipathing 
software such as Sun StorEdge Traffic Manager. To configure multipathing:

■ Establish two connections between a server and a Sun StorEdge Fibre Channel 
array.

■ Install and enable the software on the server.

■ Map the logical drive to both of the controller channels to which the server is 
connected.

Sample Dual-Controller Multipath DAS Setup 
Details
FIGURE 4-5 shows a Sun StorEdge 3510 FC array in a dual-controller multipath DAS 
configuration. FIGURE 4-6 shows a Sun StorEdge 3511 SATA array in a dual-controller 
multipath DAS configuration.
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FIGURE 4-5 Sample Dual-Controller Multipath Sun StorEdge 3510 DAS Connections

Note – Do not use a Sun StorEdge 3511 SATA array to store single instances of data. 
It is more suitable for use in multipath and multi-host configurations where the 
array has a backup or archival role.

Server 1

Server 3

Server 2

Server 4
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FIGURE 4-6 Sample Dual-Controller Multipath Sun StorEdge 3511 DAS Connections 

The general procedure for creating this configuration follows.

1. Check the position of installed SFP modules. Move them as necessary to support 
the connections needed.

TABLE 4-2 Sample Setup Summary for Dual-Controller Multipath Sun StorEdge 3511 
DAS  Configurations

Channel Number Primary ID Number
Secondary ID 
Number

0 40 N/A

1 N/A 42

2 14 15

3 14 15

4 44 N/A

5 N/A 46

H/D/RCC

H/D/RCC

Server 1

Server 4

Server 3

Server 2
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2. Connect expansion units if needed.

For information about connecting multiple expansion units, see “Sun StorEdge 3510 
FC Array High-Capacity Configurations” on page 47 or “Sun StorEdge 3511 SATA 
Array High-Capacity Configurations” on page 61.

3. Configure cache optimization. If you are configuring a Sun StorEdge 3511 SATA 
array, confirm that cache optimization is sequential.

4. Ensure that the fibre connection is set to loop mode.

5. Configure target IDs.

6. Create one Logical Drive for each server and configure spare disks.

7. Map Logical Drive 0 to channels 0 and 4 of the primary controller.

8. Map Logical Drive 1 (if created) to channels 1 and 5 of the secondary controller.

9. Map Logical Drive 2 to channels 0 and 4 of the primary controller.

10. Map Logical Drive 3 (if created) to channels 1 and 5 of the secondary controller.

11. Connect the first server (Server 1) to port FC 0 of the upper controller and port FC5 
of the lower controller.

12. Connect the second server (Server 2), if needed to port FC 1 of the lower controller 
and port FC4 of the upper controller.

13. Connect the third server (Server 3), if needed to port FC 0 of the lower controller 
and port FC5 of the upper controller.

14. Connect the fourth server (Server 4), if needed to port FC 1 of the upper controller 
and port FC4 of the lower controller.

15. Install and enable multipathing software on each connected server.

16. After completing the configuration, save the configuration using the “Save nvram 
to disks” menu option in the firmware application or the “save configuration” 
command in Sun StorEdge Configuration Service. 
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CHAPTER 5

SAN Configurations

This chapter presents several SAN configurations you can use.

Full-Duplex SAN Configurations

FIGURE 5-1 Typical Full-Fabric SAN Configuration

Note – Do not use a Sun StorEdge 3511 SATA array to store single instances of data. 
It is more suitable for use in multipath and multi-host configurations where the 
array has a backup or archival role.
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Full-Duplex SAN Tips and Techniques
■ In a full-duplex SAN configuration, the switches communicate with the array host 

ports using a fabric point-to-point (F_port) mode. This enables transparent 
controller fail-over and fail-back without server-resident software. However, 
supporting hot-swap servicing of a failed controller requires the use of 
multipathing software, such as the Sun StorEdge Traffic Manager, on the 
connected servers.

■ Use of fabric point-to-point (F_port) connections between an array and fabric 
switches limits to 128 the total number of LUNs that can be presented. Fibre 
channel standards allow only one ID per port when operating point-to-point 
protocols, resulting in a maximum of four IDs, with a maximum of 32 LUNs each, 
supporting up to 128 LUNs.

■ When a fabric switch is connected to one port of channel 0 or channel 1 of a Sun 
StorEdge 3511 SATA array, no connections can be made with the other three ports 
of that channel. If channel 0 (port FC 0) is connected to a fabric switch, for 
example, the second port for channel 0 on that controller, and the FC 0 ports on a 
redundant controller, cannot be used. Similarly, if channel 1 (port FC 1) is 
connected to a fabric switch, the second FC 1 port on that controller and the FC 1 
ports on a redundant controller, cannot be used.

■ For Sun StorEdge 3511 SATA arrays, ensure that the optimization mode is set to 
Sequential.

Sample Full-Duplex SAN Setup Details
FIGURE 5-2 shows a Sun StorEdge 3510 FC array in a full-duplex SAN configuration. 
FIGURE 5-3 shows a Sun StorEdge 3511 SATA array in a full-duplex SAN 
configuration.
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FIGURE 5-2 Sample Sun StorEdge 3510 FC Full-Duplex SAN Connections

Server 1 Server 2

Switch 1 Switch 2
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FIGURE 5-3 Sample Sun StorEdge 3511 SATA Full-Duplex SAN Connections

The general procedure for creating this configuration follows.

1. Check the position of installed SFP modules. Move them as necessary to support 
the connections needed.

2. Connect expansion units if needed.

For information about connecting multiple expansion units, see “Sun StorEdge 3510 
FC Array High-Capacity Configurations” on page 47 or “Sun StorEdge 3511 SATA 
Array High-Capacity Configurations” on page 61. 

TABLE 5-1 Setup Summary for Full Fabric SAN 

Channel Number Primary ID Number Secondary ID Number

0 40 N/A

1 N/A 42

2 14 15

3 14 15

4 44 N/A

5 N/A 46

H/D/RCC

H/D/RCC

Server 1 Server 2

Switch 1 Switch 2
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3. Configure cache optimization. If you are configuring a Sun StorEdge 3511 SATA 
array, confirm that the cache optimization policy is sequential.

4. Ensure that the fibre connection is set to point-to-point.

5. Ensure only one target ID per channel is configured.

6. Create at least two logical drives and configure spare disks. 

7. Create one or more logical drive partitions for each server.

8. Map Logical Drive 0 to channels 0 and 4 of the primary controller

9. Map Logical Drive 1 to channels 1 and 5 of the secondary controller.

10. If more than two logical drives were created, map even-numbered logical drives to 
channels 0 and 4 of the primary controller and odd-numbered logical drives to 
channels 1 and 5 of the secondary controller.

11. Connect the first switch to port FC 0 of the upper controller and port FC 1 of the 
lower controller.

12. Connect the second switch to port FC4 of the lower controller and port FC5 of the 
upper controller.

13. Connect each server to each switch.

14. Install and enable multipathing software on each connected server.

15. After completing the configuration, save the configuration using the “Save nvram 
to disks” menu option in the firmware application or the “save configuration” 
command in Sun StorEdge Configuration Service. 
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Redundant Point-to-Point SAN 
Configurations

FIGURE 5-4 Sample Redundant Point-to-Point SAN Configuration

Note – Do not use a Sun StorEdge 3511 SATA array to store single instances of data. 
It is more suitable for use in multipath and multi-host configurations where the 
array has a backup or archival role.

Redundant Point-to-Point Tips and Techniques
■ In the redundant point-to-point SAN configuration, the switches communicate 

with the array host ports using a fabric point-to-point (F_port) mode. This enables 
transparent controller fail-over and fail-back without server-resident software. 
However, supporting hot-swap servicing of a failed controller requires the use of 
multipathing software, such as the Sun StorEdge Traffic Manager, on the 
connected servers.
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■ Use of fabric point-to-point (F_port) connections between an array and fabric 
switches limits to 128 the total number of LUNs that can be presented. Fibre 
channel standards allow only one ID per port when operating point-to-point 
protocols, resulting in a maximum of four IDs, with a maximum of 32 LUNs each, 
supporting up to 128 LUNs.

■ When a fabric switch is connected to one port of channel 0 or channel 1 of a Sun 
StorEdge 3511 SATA array, no connections can be made with the other three ports 
of that channel. If channel 0 (port FC 0) is connected to a fabric switch, for 
example, the second port for channel 0 on that controller, and the FC 0 ports on a 
redundant controller, cannot be used. Similarly, if channel 1 (port FC 1) is 
connected to a fabric switch, the second port for channel 1 on that controller and 
both FC 1 ports on a redundant controller cannot be used.

Redundant Point-to-Point Setup Details
FIGURE 5-5 shows a Sun StorEdge 3510 FC array in a redundant point-to-point SAN 
configuration. FIGURE 5-6 shows a Sun StorEdge 3511 SATA array in a redundant 
point-to-point SAN configuration.

FIGURE 5-5 Sample Redundant Point-to-Point Sun StorEdge 3510 SAN Connections

Server 1 Server 2

Switch 1 Switch 2
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FIGURE 5-6 Sample Redundant Point-to-Point Sun StorEdge 3511 SAN Connections

The general procedure for creating this configuration follows.

1. Check the position of installed SFP modules. Move them as necessary to support 
the connections needed.

TABLE 5-2 Setup Summary for a Redundant Point-to-Point Configuration

Channel Number Primary ID Number Secondary ID Number

0 40 N/A

1 N/A 42

2 14 15

3 14 15

4 44 N/A

5 N/A 46

H/D/RCC

H/D/RCC

Server 1 Server 2

Switch 1 Switch 2
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2. Connect expansion units if needed.

For information about connecting multiple expansion units, see “Sun StorEdge 3510 
FC Array High-Capacity Configurations” on page 47 or “Sun StorEdge 3511 SATA 
Array High-Capacity Configurations” on page 61.

3. Configure cache optimization. If you are configuring a Sun StorEdge 3511 SATA 
array, confirm that cache optimization is sequential.

4. Ensure that the fibre connection is set to point-to-point mode.

5. Configure target IDs.

6. Create at least two logical drives and configure spare disks. 

7. Assign even-numbered logical drives beginning with Logical Drive 0 to the 
primary controller.

8. Assign odd-numbered logical drives beginning with Logical Drive 1 to the 
secondary controller.

9. Create one or more logical drive partitions for each server.

10. Map the LUNs from even-numbered logical drives beginning with Logical Drive 0 
to channels 0 and 4 of the primary controller.

11. Map the LUNs from even-numbered logical drives beginning with Logical Drive 1 
to channels 1 and 5 of the secondary controller.

Note – See “Fibre Channel Protocols” on page 7 for a description of the maximum 
number of devices you can map in various configurations.

12. Connect the first switch to port FC 0 of the upper controller and port FC 1 of the 
lower controller.

13. Connect the second switch to port FC4 of the lower controller and port FC5 of the 
upper controller.

14. Connect each server to each switch.

15. Install and enable multipathing software on each connected server.

16. After completing the configuration, save the configuration using “Save nvram to 
disks” menu option in the firmware application and the “save configuration” 
command in Sun StorEdge Configuration Service. 
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CHAPTER 6

Using Multiple Expansion Units in 
High Capacity Configurations

High-capacity configurations using multiple expansion units are appropriate for 
some situations, although using multiple arrays connected to the same SAN 
generally offers significantly better performance than a single high-capacity 
configuration. High-capacity configurations require considerable planning in order 
to connect expansion units in a way that ensures maximum reliability, availability, 
and serviceability (RAS), and avoids single points of failure.

This chapter presents a few limitations on high-capacity configurations you should 
consider, and shows you sample configurations for one-to-eight Sun StorEdge 3510 
FC expansion units. The following chapter shows you sample configurations for 
one-to-five Sun StorEdge 3511 SATA expansion units when connected to a Sun 
StorEdge 3511 SATA array.

Sun StorEdge 3510 FC Array High-
Capacity Configurations
Sun StorEdge 3510 FC arrays typically allow the connection of up to two expansion 
units to support a maximum of 36 disks. However, you can create larger 
configurations that support as many as eight expansion units and up to 108 disks if 
you use the guidelines in this section.

See “Sun StorEdge 3511 SATA Array High-Capacity Configurations” on page 61 for 
information about adding expansion units to a Sun StorEdge 3511 SATA array.
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These configurations work best when you select the highest-capacity disk available 
without exceeding maximum limits set by the firmware. Refer to the Sun StorEdge 
3000 Family FRU Installation Guide for information about supported disk drives, 
cables, SFPs, and other user-replaceable items.

The use of a full-fabric SAN configuration is highly recommended for host 
connections, as shown in “Full-Duplex SAN Configurations” on page 37.”

Note – The following high-capacity configurations illustrate cabling techniques for 
drive ports. They must be combined with a standard configuration shown in this 
document, such as shown in “Redundant Point-to-Point SAN Configurations” on 
page 42.

Limitations
■ Random optimization should not be used with high-capacity configurations. Use 

sequential optimization instead. Random cache optimization greatly reduces the 
maximum number of supported disks.

■ Maximize the size of each logical drive (up to 1,908 Gbyte for RAID 5 logical 
drives) before creating another logical drive. Otherwise the maximum number of 
eight logical drives might limit future expansion.

■ Limiting the maximum number of expansion units on a Sun StorEdge 3510 FC 
array to 7 provides much greater configuration flexibility. Doing so enables the 
use of up to 96 disks. 

■ If you stack a tabletop array and expansion units on top of each other, you can 
stack up to five physical units. Do not stack more than five physical units.

■ Many of these configurations require the use of optional extended-length cables, 
part number X9732A. Other items may also be required. Refer to the Sun StorEdge 
3000 Family FRU Installation Guide for information about supported cables, SFPs, 
and other user-replaceable items.
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Connecting One Expansion Unit

FIGURE 6-1 Sun StorEdge 3510 FC Array Configuration with One Expansion Unit
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Connecting Two Expansion Units

FIGURE 6-2 Sun StorEdge 3510 FC Array Configuration with Two Expansion Units
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Connecting Three Expansion Units

FIGURE 6-3 Sun StorEdge 3510 FC Array Configuration with Three Expansion Units
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Connecting Four Expansion Units

FIGURE 6-4 Sun StorEdge 3510 FC Array Configuration with Four Expansion Units
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Connecting Five Expansion Units
This high-capacity configuration using five expansion units requires the 
configuration of RAID channels 4 and 5 as drive channels. This restricts host 
connections to RAID channels 0 and 1, affecting supported host configurations. Use 
four expansion units or fewer when possible.
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FIGURE 6-5 Sun StorEdge 3510 FC Array Configuration with Five Expansion Units
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Connecting Six Expansion Units
This high-capacity configuration using six expansion units requires the configuration 
of RAID channels 4 and 5 as drive channels. This restricts host connections to RAID 
channels 0 and 1, affecting supported host configurations. Use four expansion units 
or fewer when possible.
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FIGURE 6-6 Sun StorEdge 3510 FC Array Configuration with Six Expansion Units
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Connecting Seven Expansion Units
This high-capacity configuration using seven expansion units requires the 
configuration of RAID channels 4 and 5 as drive channels. This restricts host 
connections to RAID channels 0 and 1, affecting supported host configurations. Use 
four expansion units or fewer when possible.
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FIGURE 6-7 Sun StorEdge 3510 FC Array Configuration with Seven Expansion Units
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Connecting Eight Expansion Units
This high-capacity configuration using eight expansion units requires the 
configuration of RAID channels 4 and 5 as drive channels. This restricts host 
connections to RAID channels 0 and 1, affecting supported host configurations. Use 
four expansion units or fewer when possible.
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FIGURE 6-8 Sun StorEdge 3510 FC Array Configuration with Eight Expansion Units
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CHAPTER 7

Sun StorEdge 3511 SATA Array 
High-Capacity Configurations

Sun StorEdge 3511 SATA arrays allow the connection of up to five expansion units to 
support a maximum of 72 disks. You can create large configurations beyond 12 disks 
if you use the guidelines in this section.

Note – The Sun StorEdge 3511 SATA array cannot be used to store single instances 
of data but can be used in multi-path and multi-host configurations where the array 
has a backup or archival role. 

See “Sun StorEdge 3510 FC Array High-Capacity Configurations” on page 47 for 
information about adding more than two expansion units to a Sun StorEdge 3510 FC 
array.

The use of a full-fabric SAN configuration is highly recommended for host 
connections, as shown in “Full-Duplex SAN Configurations” on page 37.

Refer to the Sun StorEdge 3000 Family FRU Installation Guide for information about 
supported disk drives, cables, SFPs, and other user-replaceable items.

Note – The following high-capacity configurations illustrate cabling techniques for 
drive ports. They must be combined with a standard configuration shown in this 
document, such as shown in “Redundant Point-to-Point SAN Configurations” on 
page 42 and must be used with the network applications appropriate to the array, as 
summarized in the “How Sun StorEdge 3511 SATA Arrays Differ From Sun StorEdge 
3510 FC Arrays” on page 4.

For additional late-breaking technical and configuration details about the new SATA 
disk technology and the Sun StorEdge 3511 SATA array, be sure to check the Sun 
StorEdge 3511 SATA array Release Notes on the Sun product web sites. 
61



Connecting One Expansion Unit

FIGURE 7-1 Sun StorEdge 3511 SATA Array Configuration with One Expansion Unit

H/D/RCC

H/D/RCC
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Connecting Two Expansion Units

FIGURE 7-2 Sun StorEdge 3511 SATA Array Configuration with Two Expansion Units

H/D/RCC

H/D/RCC
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Connecting Three Expansion Units

FIGURE 7-3 Sun StorEdge 3511 SATA Array Configuration with Three Expansion Units

H/D/RCC

H/D/RCC
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Connecting Four Expansion Units

FIGURE 7-4 Sun StorEdge 3511 SATA Array Configuration with Four Expansion Units

H/D/RCC

H/D/RCC
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Connecting Five Expansion Units
This high-capacity configuration using five expansion units requires the 
configuration of RAID channels 4 and 5 as drive channels. This restricts host 
connections to RAID channels 0 and 1, affecting supported host configurations. Use 
four expansion units or fewer when possible.
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FIGURE 7-5 Sun StorEdge 3511 SATA Array Configuration with Five Expansion Units

H/D/RCC

H/D/RCC
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