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Preface

The Oracle Real Application Clusters Installation and Configuration Guide explains how to
install and configure Oracle Real Application Clusters (RAC). With the exception of
the platform-specific sections, information in this manual applies to Oracle Database
10g RAC as it runs on most operating systems. This preface contains the following
topics:

» Intended Audience

= Documentation Accessibility
«  Structure

» Related Documents

« Conventions

See Also:  Oracle Database System Administration Guide 10g Release 1
(10.1) for IBM z/OS (0S/390) for more information about installing
RAC on the IBM z/0OS platform

Intended Audience

The Oracle Real Application Clusters Installation and Configuration Guide is primarily for
network or Database Administrators (DBAs) who install and configure RAC.

Documentation Accessibility

Our goal is to make Oracle products, services, and supporting documentation
accessible, with good usability, to the disabled community. To that end, our
documentation includes features that make information available to users of assistive
technology. This documentation is available in HTML format, and contains markup to
facilitate access by the disabled community. Standards will continue to evolve over
time, and Oracle is actively engaged with other market-leading technology vendors to
address technical obstacles so that our documentation can be accessible to all of our
customers. For additional information, visit the Oracle Accessibility Program Web site
at

http://ww. oracl e.conf accessibility/

Accessibility of Code Examples in Documentation

JAWS, a Windows screen reader, may not always correctly read the code examples in
this document. The conventions for writing code require that closing braces should
appear on an otherwise empty line; however, JAWS may not always read a line of text
that consists solely of a bracket or brace.
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Structure
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Accessibility of Links to External Web Sites in Documentation

This documentation may contain links to Web sites of other companies or
organizations that Oracle does not own or control. Oracle neither evaluates nor makes
any representations regarding the accessibility of these Web sites.

This document contains the following five parts:

Part I: "Oracle Database 10g Real Application Clusters Installation Planning and
Requirements"

Part I introduces the RAC installation process.

Chapter 1, "Introduction to Installing and Configuring Oracle Database 10g RAC"

This chapter describes the RAC installation process and provides RAC installation
planning information.

Part 1l: Real Application Clusters Platform-Specific Pre-Installation Procedures
Part II describes the platform-specific pre-installation procedures for installing RAC.

Chapter 2, "Pre-Installation Tasks for RAC on AIX"

This chapter describes the pre-installation procedures for installing RAC on IBM AIX
systems.

Chapter 3, "Pre-Installation Tasks for RAC on HP-UX"

This chapter describes the pre-installation procedures for installing RAC on HP-UX
systems.

Chapter 4, "Pre-Installation Tasks for RAC on hp Tru64 UNIX"

This chapter describes the pre-installation procedures for installing RAC on HP Tru64
UNIX systems.

Chapter 5, "Pre-Installation Tasks for RAC on Linux"

This chapter describes the pre-installation procedures for installing RAC on
Linux-based systems.

Chapter 6, "Pre-installation Tasks for RAC on Mac OS X"

This chapter describes the pre-installation procedures for installing RAC on Mac OS
X-based systems.

Chapter 7, "Pre-Installation Tasks for RAC on Solaris"

This chapter describes the pre-installation procedures for installing RAC on Solaris
Operating Systems.

Chapter 8, "Pre-Installation Tasks for RAC on Windows"

This chapter describes the pre-installation procedures for installing RAC on
Windows-based systems.



Part 1ll: "Installing CRS and Oracle Database 10g with RAC, Creating RAC
Databases, and Performing Post-Installation Tasks"

Part I1I describes how to install Cluster Ready Services and Oracle Database 10g with
Real Application Clusters on UNIX- and Windows-based systems.

Chapter 9, "Installing Cluster Ready Services on UNIX"
This chapter describes how to install Cluster Ready Services on UNIX-based systems.

Chapter 10, "Installing Cluster Ready Services on Windows"

This chapter describes how to install Cluster Ready Services on Windows-based
systems.

Chapter 11, "Installing Oracle Database 10g with Real Application Clusters™

This chapter describes how to install Oracle Database 10g with Real Application
Clusters on all operating systems.

Chapter 12, "Creating RAC Databases with the Database Configuration Assistant"”

This chapter explains how to use the Database Configuration Assistant to create RAC
databases.

Chapter 13, "Real Application Clusters Post-Installation Procedures”
This chapter describes the post-installation tasks for RAC.

Part IV: Real Application Clusters Environment Configuration

Part IV provides Oracle Database 10g Real Application Clusters environment
configuration information.

Chapter 14, "Configuring the Server Parameter File in Real Application Clusters
Environments"

This chapter describes the use of the server parameter file (SPFILE) in Real Application
Clusters.

Chapter 15, "Understanding the Real Application Clusters Installed Configuration"

This chapter describes the Oracle Database 10¢ Real Application Clusters installed
configuration.

Part V: Real Application Clusters Installation and Configuration Reference
Information

Part V provides reference information for the installation and configuration of RAC.

Appendix A, "Troubleshooting the Real Application Clusters Installation Process

This appendix provides RAC installation and configuration troubleshooting
information.

Appendix B, "Using Scripts to Create Real Application Clusters Databases"
This appendix explains how to use scripts in RAC.

Appendix C, "Configuring Raw Devices for Real Application Clusters"

This appendix explains how to configure shared disk subsystems using raw devices in
RAC environments.
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Appendix D, "Converting to Real Application Clusters from Single-Instance Oracle
Databases”

This appendix describes how to convert to Oracle Database 10g RAC from
single-instance Oracle databases.

Appendix E, "Directory Structure for Oracle Database 10g Real Application
Clusters Environments”

This appendix describes the directory structure for the installed RAC software on both
UNIX- and Windows-based systems.

Related Documents

XViii

For more information, refer to these Oracle resources:
= Oracle Real Application Clusters Administrator’s Guide
= Oracle Real Application Clusters Deployment and Performance Guide

Error messages are only available online or by using Tahiti, the Oracle documentation
search tool.

Installation Guides
= Oracle Diagnostics Pack Installation

Operating System-Specific Administrative Guides
«  Oracle Database Administrator’s Reference, 10g Release 1 (10.1) for UNIX Systems

«  Oracle Database Platform Guide for Windows
«  Oracle Database System Administration Guide 10g Release 1 (10.1) for IBM z/OS
(0S/390)

Oracle Database 10g Real Application Clusters Management
= Oracle Real Application Clusters Administrator’s Guide

= Oracle Database 2 Day DBA
= Getting Started with the Oracle Diagnostics Pack

Generic Documentation
«  Oracle Database New Features

= Oracle Database Concepts

«  Oracle Net Services Administrator’s Guide

= Oracle Database Reference

Printed documentation is available for sale in the Oracle Store at

http://oracl estore.oracle. com

To download free release notes, installation documentation, white papers, or other

collateral, please visit the Oracle Technology Network (OTN). You must register online
before using OTN; registration is free and can be done at

http:// ww. oracl e. conl t echnol ogy/ menber shi p/

If you already have a username and password for OTN, then you can go directly to the
documentation section of the OTN Web site at



http:// ww. or acl e. coni t echnol ogy/ docunent ati on/

Oracle error message documentation is only available in HTML. If you only have
access to the Oracle Documentation CD, then browse the error messages by range.
Once you find a range, use your browser's "find in page" feature to locate a specific
message. When connected to the Internet, you can search for a specific error message
using the error message search feature of the Oracle online documentation.

Conventions

This section describes the conventions used in the text and code examples of this
documentation set. It describes:

«  Terminology Conventions
= Conventions in Text
= Conventions in Code Examples

= Conventions for Windows Operating Systems

Terminology Conventions

The names for some operating systems have been shortened in this guide, as described
in the following table.

Operating System

Abbreviated Name

AIX-Based Systems AIX

Apple Mac OS X Mac OS X

hp HP-UX PA-RISC (64-bit) HP-UX

hp HP-UX Itanium
Note: Where the information for HP-UX is different on
a particular architecture, this is noted in the text.

hp Tru64 UNIX Tru64 UNIX

Linux x86 Linux

Linux Itanium

IBM zSeries Based Linux Note: Where the information for Linux is different on a

particular architecture, this is noted in the text.

Microsoft Windows Windows

Solaris Operating System (SPARC) Solaris
Solaris Operating System (x86)

Note: Where the information for Solaris is different on a
particular architecture, this is noted in the text.

Conventions in Text

We use various conventions in text to help you more quickly identify special terms.
The following table describes those conventions and provides examples of their use.

Convention

Meaning Example

Bold

Bold typeface indicates terms that are When you specify this clause, you create an
defined in the text or terms that appearina index-organized table.
glossary, or both.

Xix



Convention Meaning Example
Italics Italic typeface indicates book titles or Oracle Database Concepts
emphasis. Ensure that the recovery catalog and target
database do not reside on the same disk.
UPPERCASE Uppercase monospace typeface indicates ~ You can specify this clause only for a NUVBER
nonospace elements supplied by the system. Such column.

(fixed-wi dth)
font

| ower case
nonospace
(fixed-wi dth)
font

| ower case
italic
nonospace
(fixed-w dth)
font

elements include parameters, privileges,
datatypes, RMAN keywords, SQL
keywords, SQL*Plus or utility commands,
packages and methods, as well as
system-supplied column names, database
objects and structures, usernames, and
roles.

Lowercase monospace typeface indicates
executables, filenames, directory names,
and sample user-supplied elements. Such
elements include computer and database
names, net service names, and connect
identifiers, as well as user-supplied
database objects and structures, column
names, packages and classes, usernames
and roles, program units, and parameter
values.

Note: Some programmatic elements use a
mixture of UPPERCASE and lowercase.
Enter these elements as shown.

Lowercase italic monospace font represents
placeholders or variables.

You can back up the database by using the
BACKUP command.

Query the TABLE_NAVE column in the
USER _TABLES data dictionary view.

Use the DBMS_STATS.GENERATE_STATS
procedure.

Enter sql pl us to start SQL*Plus.
The password is specified in the or apwd file.

Back up the datafiles and control files in the
/ di sk1/ or acl e/ dbs directory.

The depart ment _i d, depar t nent _nane, and
| ocati on_i d columns are in the
hr . depart nent s table.

Set the QUERY_REWRI TE_ENABL ED initialization
parameter tot r ue.

Connect as 0e user.

The JRepUti | class implements these methods.

You can specify the par al | el _cl ause.

Run ol d_rel ease. SQL where ol d_r el ease
refers to the release you installed prior to
upgrading.

Conventions in Code Examples

Code examples illustrate SQL, PL/SQL, SQL*Plus, or other command-line statements.
They are displayed in a monospace (fixed-width) font and separated from normal text

as shown in this example:

SELECT usernanme FROM dba_users WHERE username = 'M GRATE' ;

The following table describes typographic conventions used in code examples and

provides examples of their use.

Convention Meaning Example

[ ] Brackets enclose one or more optional DECIMAL (digits [ , precision ])
items. Do not enter the brackets.

{} Braces enclose two or more items, one of {ENABLE | DI SABLE}
which is required. Do not enter the braces.

| A vertical bar represents a choice of two or {ENABLE | DI SABLE}

XX

more options within brackets or braces.
Enter one of the options. Do not enter the
vertical bar.

[ COVPRESS | NOCOVPRESS]



Convention

Meaning

Example

Other notation

Horizontal ellipsis points indicate either:

«  That we have omitted parts of the
code that are not directly related to the
example

. That you can repeat a portion of the
code

Vertical ellipsis points indicate that we
have omitted several lines of code not
directly related to the example.

You must enter symbols other than
brackets, braces, vertical bars, and ellipsis
points as shown.

CREATE TABLE ... AS subquery;
SELECT col 1, col 2, , coln FROM
enpl oyees;

SQL> SELECT NAME FROM V$DATAFI LE;
NAMVE

/fsl/dbs/tbs_01. dbf

/fs1/ dbs/tbs_02. dbf

[ fsl/dbs/tbs_09. dbf
9 rows sel ected.

NUMBER( 11, 2) ;
CONSTANT NUMBER(4) := 3;

acct bal
acct

Italics Italicized text indicates placeholders or CONNECT SYSTEM syst em password
variables for which you must supply DB_NAME = dat abase_nane
particular values.
UPPERCASE Uppercase typeface indicates elements SELECT | ast_nane, enpl oyee_i d FROM
supplied by the system. We show these enpl oyees;
terms in uppercase in order to distinguish ~ SE[ ECT * FROM USER TABLES;
them from terms you define. Unless terms  prop TABLE hr. enpl ayeeS'
appear in brackets, enter them in the order ’
and with the spelling shown. However,
because these terms are not case sensitive,
you can enter them in lowercase.
| over case Lowercase typeface indicates SELECT | ast_nane, enpl oyee_i d FROM
programmatic elements that you supply. enpl oyees;
For example, lowercase indicates names of sq| pl us hr/ hr
tables, columns, or files. CREATE USER nj ones | DENTI FI ED BY ty3MJ9;
Note: Some programmatic elements use a
mixture of UPPERCASE and lowercase.
Enter these elements as shown.
Conventions for Windows Operating Systems
The following table describes conventions for Windows operating systems and
provides examples of their use.
Convention Meaning Example
Choose Start > How to start a program. To start the Database Configuration Assistant,

choose Start > Programs > Oracle -
HOME_NAME > Configuration and Migration
Tools > Database Configuration Assistant.
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Convention

Meaning

Example

File and directory
names

C\>

Special characters

HOVE_NAVE

File and directory names are not case
sensitive. The following special characters
are not allowed: left angle bracket (<), right
angle bracket (>), colon (:), double
quotation marks ("), slash (/), pipe (1), and
dash (-). The special character backslash (\)
is treated as an element separator, even
when it appears in quotes. If the file name
begins with \\, then Windows assumes it
uses the Universal Naming Convention.

Represents the Windows command
prompt of the current hard disk drive. The
escape character in a command prompt is
the caret (*). Your prompt reflects the
subdirectory in which you are working.
Referred to as the command prompt in this
manual.

The backslash (\) special character is
sometimes required as an escape character
for the double quotation mark (") special
character at the Windows command
prompt. Parentheses and the single
quotation mark (") do not require an escape
character. Refer to your Windows
operating system documentation for more
information on escape and special
characters.

Represents the Oracle home name. The
home name can be up to 16 alphanumeric
characters. The only special character
allowed in the home name is the
underscore.

c:\winnt"\"systenB2 is the same as
C: \ W NNT\ SYSTEMB2

C:\oracl e\ or adat a>

C:\>exp scott/tiger TABLES=enp

QUERY=\ " WHERE j ob=" SALESMAN and

sal <1600\ "

C:\>i np SYSTEM password FROMUSER=scot t
TABLES=(enp, dept)

C\> net start O acl eHOVE_NAMETNSLI st ener
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Convention Meaning Example
ORACLE_HOVE In releases prior to Oracle8i release 8.1.3, Go to the
and when you installed Oracle components, all ORACLE_BASE\ ORACLE_HOME\ r dbns\ admi n
ORACLE_BASE subdirectories were located under a top directory.

level ORACLE_HOME directory that by
default used one of the following names:

. C:.\ or ant for Windows NT
. C: \ or awi n98 for Windows 98

This release complies with Optimal
Flexible Architecture (OFA) guidelines. All
subdirectories are not under a top level
ORACLE_HOME directory. There is a top
level directory called ORACLE_BASE that
by defaultis C: \ or acl e. If you install the
latest Oracle release on a computer with no
other Oracle software installed, then the
default setting for the first Oracle home
directory is C: \ or acl e\ or ann, where nn
is the latest release number. The Oracle
home directory is located directly under
ORACLE_BASE.

All directory path examples in this guide
follow OFA conventions.

Refer to Oracle Database Platform Guide for
Windows for additional information about
OFA compliances and for information
about installing Oracle products in
non-OFA compliant directories.
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What's New in Oracle Database 10g RAC

Installation and Configuration?

This section describes the Oracle Database 10g release 1 (10.1) features as they pertain
to the installation and configuration of Real Application Clusters (RAC). The topic in
this section is:

Oracle Database 10g Release 1 (10.1) New Features for RAC Installation and
Configuration

Oracle Database 10g Release 1 (10.1) New Features for RAC Installation
and Configuration

This book contains Oracle Database 10g pre-installation and installation
instructions for UNIX- and Windows-based platforms on which RAC operates.

The Oracle Database 10g with RAC is available on both the Standard Edition and
the Enterprise Edition.

See Also:  Oracle Real Application Clusters Quick Installation Guide for
Oracle Database Standard Edition for Windows for a step-by-step
instructions on installing RAC on Windows using the Standard
Edition of Oracle.

The Oracle Database 10g installation requires you to perform a two-phase process
in which you run the Oracle Universal Installer (OUI) twice. The first phase
installs Oracle Cluster Ready Services Release 1 and the second phase installs the
Oracle Database 10g software with RAC. The installation also enables you to create
and configure services for your RAC environment. If you have a previous Oracle
cluster database version, then the OUI activates the Database Upgrade Assistant
(DBUA) to automatically upgrade your pre-Oracle Database 10g cluster database.
The Oracle Database 10g installation process provides single system image, ease of
use, and accuracy for RAC installations and patches.

Note: DBUA does not support a direct upgrade of Oracle Parallel
Server version 8.1.7 databases to Oracle Database 10g with RAC. If
you are using Oracle8i release 8.1.7, then you can manually upgrade
to Oracle Database 10¢ or use the Oracle9i release 9.2 DBUA to
upgrade from release 8.1.7 to release 9.2, then use the Oracle Database
10g DBUA to upgrade to the current release.
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Cluster Ready Services (CRS) contains the cluster management software required
to support Oracle Database 10g RAC databases. CRS also provides high
availability components that provide many system management features. The
components of CRS interact with vendor clusterware, if present, to coordinate
cluster membership information.

There are new and changed pages and dialogs for the Oracle Universal Installer
(OUI), the Database Configuration Assistant (DBCA), and the Database Upgrade
Assistant. The Virtual Internet Protocol Configuration Assistant (VIPCA) is a new
tool for this release. These enhancements are described in the following:

= OUI Cluster Installation Mode Page—This page enables you to select whether
to perform a cluster or a single-instance Oracle Database 10g installation.

= SYSand SYSTEMPasswords Page—This page has fields for entering and
confirming the SYS and SYSTEMuser passwords. This includes SYSMAN and
DBSNWP if you use Oracle Enterprise Manager Database Control.

= Storage Options Page—This page has storage options for selecting the storage
type for the database files such as control files, datafiles, and redo logs.

= DBCA Services Page—This page enables you to create and configure services
for your RAC environment.

= DBCA Initialization Parameters Page—This page has two dialogs to display
both Basic and Advanced parameter settings.

= VIPCA—The pages for this assistant enable you to configure virtual internet
protocol addresses for your RAC database.

A new auxiliary, system-managed tablespace called SYSAUX contains performance
data and combines content that was stored in different tablespaces (some of which
are no longer required) in earlier releases. This is a required tablespace for which
you must plan disk space.

The gsdct | commands should only be used with Oracle9i databases. The CRS
installation process stops any existing GSD processes. To start or stop the GSD
processed manually, use srvct| start nodeapps orsrvctl stop
nodeapps respectively.

Pre-Oracle Database 10g cluster manager implementations on some platforms
were referred to as "Cluster Manager". The cluster manager on all platforms in
Oracle Database 10g is known as Cluster Synchronization Services (CSS). The
Oracle Cluster Synchronization Service Daemon (OCSSD) performs this function.
On Windows-based platforms, the OracleCSService, OracleCRService, and
OracleEVMService replace the pre-Oracle Database 10g OracleCMService9i.

Oracle Database 10g provides cluster file system support for Linux and
Windows-based platforms.

See Also: http://ww. oracl e. conftechnol ogy for more
information about Oracle Cluster File System on Linux

RAC and the DBCA support Automatic Storage Management (ASM) and Oracle
Managed Files (OME).



See Also:

« The Oracle Database Administrator’s Guide for information about
Automatic Storage Management, a new database file
management feature

= The Oracle Real Application Clusters Administrator’s Guide for
more information about administering services and storage in
RAC

«  The Oracle Database Upgrade Guide for information about using
the DBUA

The Oracle Database 10g version of the srvConfi g. | oc file is the ocr . | oc file.
The Oracle9i version of sr vConfi g. | oc still exists for backward compatibility.

In Windows-based environments using raw partitions, you can use a
newly-introduced DBCA raw device mapping file to associate database objects
with their partition symbolic link names. This removes the pre-Oracle Database
10¢ DBCA requirement to always prefix raw partition symbolic links with a
database name. This enables you to reuse the same raw partition symbolic links
for any database name if that partition is not a part of any existing database.
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Part |

Oracle Database 10g Real Application
Clusters Installation Planning and
Requirements

Part I describes how to plan your Real Application Clusters (RAC) installation and
describes the RAC installation requirements. The chapter in Part I is:

Chapter 1, "Introduction to Installing and Configuring Oracle Database 10g RAC"
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Introduction to Installing and Configuring
Oracle Database 10g RAC

This chapter provides an overview of the Real Application Clusters (RAC) installation
and configuration procedures and includes the following topics:

= Real Application Clusters Documentation Overview
= General System Installation Requirements for Real Application Clusters

= Cluster Setup and Pre-Installation Configuration Tasks for Real Application
Clusters

« Pre-Installation, Installation, and Post-Installation Overview
= The Oracle Universal Installer and Real Application Clusters

= Storage Considerations for Installing Oracle Database 10g Real Application
Clusters

= Additional Considerations for Using Oracle Database 10g Features in RAC
= Oracle Database 10g and Real Application Clusters Components

= Oracle Database 10g Real Application Clusters Version Compatibility

= Required UNIX Groups

Real Application Clusters Documentation Overview

This section describes the RAC documentation set. The platform-specific Oracle
Database 10g CD contains a copy of this book, the Oracle Real Application Clusters
Installation and Configuration Guide in both HTML and PDF formats. This book contains
the pre-installation, installation, and post-installation information for all UNIX- and
Windows-based platforms on which RAC operates. If you are installing Oracle
Database 10g Standard Edition with RAC on a Windows-based system, then refer to
the Oracle Real Application Clusters Quick Installation Guide for Oracle Database Standard
Edition for Windows. Additional information for this release may be available in the
Oracle Database 10g README or Release Notes.

The Server Documentation CD contains the following additional documentation about
RAC administration and deployment: the Oracle Real Application Clusters
Administrator’s Guide and the Oracle Real Application Clusters Deployment and
Performance Guide as described under the following headings:

= Oracle Real Application Clusters Administrator's Guide

= Oracle Real Application Clusters Deployment and Performance Guide
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Oracle Real Application Clusters Administrator's Guide

The Oracle Real Application Clusters Administrator’s Guide provides RAC-specific
administration information. Some of the topics described in this book include the use
of Oracle Enterprise Manager in RAC environments. The book also describes how to
administer services and storage and how to use RAC scalability features to add and
delete instances and nodes in RAC environments. The book also discusses how to use
Recovery Manager (RMAN) and how to perform backup and recovery in RAC.

The Oracle Real Application Clusters Administrator’s Guide also describes how to use the
Server Control (SRVCTL) utility to start and stop the database and instances, manage
configuration information, and to delete or move instances and services. You can also
use the appendix to resolve various RAC tools messages. A troubleshooting section
describes how to interpret the content of RAC-specific log files.

Oracle Real Application Clusters Deployment and Performance Guide

The Oracle Real Application Clusters Deployment and Performance Guide highlights the
main deployment topics for RAC by briefly describing Cluster Ready Services (CRS),
storage, database creation, and services deployment in RAC. Design and deployment
topics in this book describe service topologies and workload management in RAC.
Specifically, the book describes how the Automatic Workload Repository tracks and
reports service levels and how you can use service level thresholds and alerts to
improve high availability in your RAC environment. There is also a services
deployment example in the appendix of this book that you can use to learn more about
how to deploy and manage services in RAC environments.

The Oracle Real Application Clusters Deployment and Performance Guide provides a
high-level description of interconnect protocols, as well as information about how to
monitor and tune performance in RAC environments using both Oracle Enterprise
Manager and using information in the Automated Workload Repository and Oracle
performance views. The book also highlights some application-specific deployment
techniques for online transaction processing and data warehousing environments.

General System Installation Requirements for Real Application Clusters

Each node that is going to be part of your RAC installation must meet the following
hardware and software requirements. You will also perform step-by-step tasks for
hardware and software verification for the platform-specific pre-installation
procedures in Part II of this book.

Before using this manual, however, you should read the Oracle Real Application Clusters
Deployment and Performance Guide and the Oracle Real Application Clusters
Administrator’s Guide.

Hardware and Network Requirements for Oracle Database 10g Real Application
Clusters

Each node in a cluster requires the following hardware:
« External shared disks for storing the Cluster Ready Service and database files.

Sections in each platform-specific pre-installation chapter that appear under the
headings "Choosing a Storage Option for Oracle Database Files" and "Choosing a
Storage Option for Oracle Database Recovery Files" describe the disk
configuration options that are available for each platform. Review these options
before you decide which storage option to use in your RAC environment.
However, note that when the Database Configuration Assistant (DBCA)
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configures automatic disk backup, it uses a database recovery area which must be
shared. If the database files are stored on a cluster file system, the recovery area
can also be shared through the cluster file system. If the database files are stored
on an Automatic Storage Management (ASM) disk group, then the recovery area
can also be shared through ASM. If the database files are stored on raw devices, a
shared directory should be configured using NFS.

= One private internet protocol (IP) address for each node to serve as the private
interconnect. This IP address must be separate from the public network and it
must have the same interface name on every node that is part of your cluster.

During an Oracle RAC 10g installation, the Installer displays two screens on which
you specify the IP addresses of the private interconnect. The private interconnect
is used for inter-node communication by both Oracle CRS and RAC.

On the Cluster Configuration screen, you must specify a private node name to be
associated with each public node name. The public node name is the host name of
each node, specified as either an alias or an IP address, and the private node name
is the private interconnect address that will be used by Oracle CRS. In the Private
Node Name field, enter the name of the private interconnect if it is available from
a network name server or system hosts file, or else enter the private IP address,
unique to each node.

The information on the Private Interconnect Enforcement screen is used to
determine which private interconnect will be used by RAC database instances.
RAC will use all interconnects identified as private in this page. They must all be
in an up state, just as if their IP addresses were specified in the initialization
parameter, CLUSTER_INTERCONNECTS. RAC does not fail over between cluster
interconnects; if one is down then the instances using them will not start.

= One public IP address for each node to serve as the Virtual IP address for client
connections and for connection failover. This is in addition to the operating-system
managed public host IP address that is already assigned to the node by the
operating system. This public Virtual IP must be associated with the same
interface name on every node that is part of your cluster. In addition, the IP
addresses that you use for all of the nodes that are part of a cluster must be from
the same subnet. The host names for the VIP must be registered with the domain
name server (DNS). The Virtual IP address should not be in use at the time of the
installation because this is a Virtual IP address that Oracle manages.

Although not a requirement, you should consider providing redundant switches for
all interconnects to increase cluster availability.

While installing and using Real Application Clusters software, you should attempt to
keep the system clocks on all of your cluster nodes as close as possible to the same
time. Oracle strongly recommends using the Network Time Protocol feature of most
operating systems for this purpose, with all nodes using the same reference Network
Time Protocol server.

Software Requirements for Oracle Database 10g Real Application Clusters

Each node in a cluster requires a supported interconnect software protocol to support
Cache Fusion, and Cluster Ready Services (CRS) polling. Your interconnect must be
certified by Oracle for your platform. You should also have a Web browser to enable
Oracle Enterprise Manager and to view online documentation.

For Oracle Database 10g requirements, Oracle's clusterware provides equivalent
functionality to vendor clusterware while simplifying installation and reducing
support complications. However, vendor clusterware may be needed if you use a
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non-ethernet interconnect or if you have deployed clusterware-dependent applications
on the same cluster where you deploy RAC.

On Solaris systems, RAC databases on the same cluster must all be 64-bit, as in Oracle
Database 10g and Oracle9i Database, or all be 32-bit, as in Oracle9i Database and
Oracle8i Database. A mix of 32-bit RAC databases and 64-bit RAC databases on the
same cluster is not supported.

Cluster Setup and Pre-Installation Configuration Tasks for Real
Application Clusters
Before installing RAC, perform the following procedures:

1. Ensure that you have a certified combination of operating system and Oracle
software version by referring to the OracleMetaLink certification information
under "Availability & Certification" > "1.View Certifications by Product" at the
following site:

http://metalink.oracl e.com

Note: The layout of the MetaLink site and the site's certification
policies are subject to change.

2. Configure a high-speed interconnect that uses a private network. Configure a
second interconnect for redundancy to avoid making the interconnect a single
point of failure. Some platforms support automatic failover to the alternate
interconnect. To enable this, you must configure your operating system-provided
failover mechanism.

3. Determine the storage option for your system and configure the shared disk.
Oracle recommends that you use Automatic Storage Management (ASM) and
Oracle Managed Files (OMF), or a cluster file system. If you use ASM or a cluster
file system, then you can also take advantage of OMF and other Oracle Database
10g storage features. If you use RAC on the Oracle Database 10g Standard Edition,
then you must use ASM.

Note: If you use ASM, Oracle recommends that you install ASM in a
separate home from the CRS home and the Oracle home, particularly
if the ASM instance is to manage storage for more than one RAC
database. This reduces downtime when upgrading or de-installing
different versions of the software. However, you must create the ASM
instance manually because the OUI and DBCA do not support a
separate install of ASM.

4. Install the operating system patches that are listed in the pre-installation chapters
in this book in Part II.

Pre-Installation, Installation, and Post-Installation Overview

The following describes the installation procedures that are covered in Part I and
Part III of this book.
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Pre-Installation Overview for Oracle Database 10g Real Application Clusters

The platform-specific pre-installation procedures in Part II explain how to verify user
equivalence, perform network connectivity tests, as well as how to set directory and
file permissions. Complete all of the pre-installation procedures and verify that your
system meets all of the pre-installation requirements before proceeding to the install
phase.

Installation Overview for Oracle Database 10g Real Application Clusters

The Oracle Database 10g Real Application Clusters installation is a two-phase
installation. In phase one, use the Oracle Universal Installer (OUI) to install CRS as
described in Chapter 9, "Installing Cluster Ready Services on UNIX" and Chapter 10,
"Installing Cluster Ready Services on Windows". Note that the Oracle home that you
use in phase one is a home for the CRS software which must be different from the Oracle
home that you use in phase two for the installation of the Oracle database software
with RAC components. The CRS pre-installation starts the CRS processes in
preparation for installing Oracle Database 10g with RAC as described in Chapter 11,
"Installing Oracle Database 10g with Real Application Clusters". You use the OUI in
this phase to install the RAC software. Chapter 11, "Installing Oracle Database 10g
with Real Application Clusters". The procedures in Chapter 11 are generic for all
platforms.

If the OUI detects Oracle cluster software from a previous release, then the OUI starts
the Database Upgrade Assistant (DBUA) to upgrade your database to Oracle Database
10g release 1 (10.1). In addition, the DBUA displays a Service Configuration page for
configuring services in your RAC database.

After the installation completes, the OUI starts the Oracle assistants, such as the
DBCA, to configure your environment and create your RAC database. You can later
use the DBCA Instance Management feature to add or modify services and instances
as described in Chapter 12, "Creating RAC Databases with the Database Configuration
Assistant".

Post-Installation Overview for Oracle Database 10g Real Application Clusters

After you create your database, download and install the most recent patch sets for
your Oracle Database 10g version as described in Chapter 13, "Real Application
Clusters Post-Installation Procedures". If you are using other Oracle products with
your RAC database, then you must also configure them.

You must also perform several post-installation configuration tasks to use certain
Oracle Database 10g products such as the Sample Schema, Oracle Net Services, or
Oracle Messaging Gateway. You must also configure Oracle pre-compilers for your
operating system and if desired, configure Oracle Advanced Security.

Use the Companion CD to install additional Oracle Database 10g software that may
improve performance or extend database capabilities, for example, Oracle JVM, Oracle
interMedia or Oracle Text.

See Also:  Oracle Real Application Clusters Administrator’s Guide for
more information about using RAC scalability features of adding
and deleting nodes and instances from RAC databases

The Oracle Universal Installer and Real Application Clusters

The Oracle Universal Installer (OUI) facilitates the installation of Cluster Ready
Services (CRS) and Oracle Database 10g software. In most cases, you use the graphical
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user interface (GUI) provided by the OUI to install the software. However, you can
also use the OUI to complete scripted installations, without using the GUI. See
Appendix B for information about scripted installations.

When the OUl installs the Oracle software, Oracle recommends that you select a
preconfigured database or use the DBCA interactively to create your cluster database.
You can also manually create your database as described in procedures posted at
http://ww. oracl e. coml t echnol ogy. Oracle recommends that you use
Automatic Storage Management (ASM). If you are not using ASM or if you are not
using a cluster file system, then configure shared raw devices before you create your
database.

When you install CRS or RAC, the OUI copies the Oracle software onto the node from
which you are running it. If your Oracle home is not on a cluster file system, then the
OUI propagates the software onto the other nodes that you have selected to be part of
your OUI installation session.

When you create your RAC database using the OUI, or if you do it later using the
DBCA), or if you use the Enterprise Manager Configuration Assistant to configure
Enterprise Manager, Enterprise Manager is configured for your cluster database.
Database control can manage your RAC database, all of its instances, and the hosts
where instances are configured.

You can also configure Enterprise Manager Grid Control to manage multiple databases
and application servers from a single console. To manage RAC databases in Grid
Control, you must install a Grid Control agent on each of the nodes of your cluster.
The Agent installation is clusterized, which means you need to perform the install on
only one of the cluster nodes.

See Also:

= The Oracle Universal Installer Concepts Guide for more details
about the OUI

= The Oracle Real Application Clusters Administrator’s Guide for
information about using Enterprise Manager to administer
RAC environments

Storage Considerations for Installing Oracle Database 10g Real
Application Clusters

Oracle recommends using Automatic Storage Management (ASM) or a cluster file
system with Oracle Managed Files (OMF) for database storage. This section provides
an overview of ASM.

Note that RAC installations using the Oracle Database Standard Edition must use
ASM for database file storage.

Overview of Automatic Storage Management

You can use ASM to simplify the administration of Oracle database files. Instead of
having to manage potentially thousands of database files, using ASM, you need to
manage only a small number of disk groups. A disk group is a set of disk devices that
ASM manages as a single logical unit. You can define a particular disk group as the
default disk group for a database, and Oracle will automatically allocate storage for,
create, or delete, the files associated with the appropriate database object. When
administering the database, you need only refer to database objects by name, rather
than by file name.
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When using ASM with a single Oracle home for database instances on a node, the
ASM instance can run from that same home. If you are using ASM with Oracle
database instances from multiple database homes on the same node, then Oracle
recommends that you run the ASM instance from an Oracle home that is distinct from
the database homes. In addition, the ASM home should be installed on every cluster
node. This prevents the accidental removal of ASM instances that are in use by
databases from other homes during the de-installation of a database's Oracle home.

Benefits of Oracle Storage Management

ASM provides many of the same benefits as storage technologies such as RAID or
logical volume managers (LVMs). Like these technologies, ASM enables you to create a
single disk group from a collection of individual disk devices. It balances I/O to the
disk group across all of the devices in the disk group. It also implements striping and
mirroring to improve I/O performance and data reliability.

However, unlike RAID or LVMs, ASM implements striping and mirroring at the file
level. This implementation enables you to specify different storage attributes for
individual files in the same disk group.

Disk Groups and Failure Groups

A disk group can include any number of disk devices. Each disk device can be an
individual physical disk, a multiple disk device such as a RAID storage array or
logical volume, or even a partition on a physical disk. However, in most cases, disk
groups consist of one or more individual physical disks. To enable ASM to balance I/O
and storage appropriately within the disk group, all devices in the disk group should
have similar, if not identical, storage capacity and performance.

Note: Do not specify more than one partition on a single physical
disk as a disk group device. ASM expects each disk group device to
be on a separate physical disk.

Although you can specify a logical volume as a device in an ASM
disk group, Oracle does not recommend their use. Because logical
volume managers can hide the physical disk architecture, ASM
may not operate effectively when logical volumes are specified as
disk group devices.

When you add a device to a disk group, you can specify a failure group for that device.
Failure groups identify disk devices that have common failure characteristics, for
example, devices that are attached to the same controller. If the controller fails, then all
devices attached to it become unavailable. By default, each device also belongs to its
own failure group. By using the failure groups you specify, ASM can distribute data
among the devices in the disk group to help minimize the risk of data loss caused by
component failures.

Redundancy Levels

ASM provides three levels of mirroring, called redundancy levels, that you can specify
when creating a disk group. The redundancy levels are:

= External redundancy

In disk groups created with external redundancy, the contents of the disk group
are not mirrored by ASM. You might choose this redundancy level when:
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— The disk group contains devices, such as RAID devices, that provide their own
data protection

- Your use of the database does not require uninterrupted access to data, for
example, in a development environment where you have a suitable back-up
strategy

= Normal redundancy

In disk groups created with normal redundancy, the contents of the disk group are
two-way mirrored by default. However, you can choose to create certain files that
are not mirrored. To create a disk group with normal redundancy, you must
specify at least two failure groups (a minimum of two devices).

The effective disk space of a disk group that uses normal redundancy is half the
total disk space of all of its devices.

= High redundancy

In disk groups created with high redundancy, the contents of the disk group are
three-way mirrored by default. However, you can choose to create certain files that
are only two-way mirrored, or that are not mirrored. To create a disk group with
high redundancy, you must specify at least three failure groups (a minimum of
three devices).

The effective disk space of a disk group that uses high redundancy is one-third of
the total disk space of all of its devices.

ASM and Installation Types

The type and number of disk groups that you can create when installing Oracle
software depends on the type of database you choose to create during the installation,
as follows:

= Preconfigured database

If you choose to create the default preconfigured database that uses ASM, the OUI
prompts you to specify two disk device names, which it uses to create a disk group
named DATA, with normal redundancy.

« Advanced database

If you choose to create an advanced database that uses ASM, you can create one or
more disk groups. These disk groups can use one or more devices. For each disk
group, you can specify the redundancy level that suits your requirements.

The following table lists the total disk space required in all disk group devices for a
typical preconfigured database, depending on the redundancy level you choose to use

for the disk group:

Redundancy Level Total DIsk Space Required
External 1GB

Normal 2 GB (on a minimum of two devices)
High 3 GB (on a minimum of three devices)

Additional Considerations for Using Oracle Database 10g Features in RAC

Oracle recommends using the following Oracle Database 10g features to simplify RAC
database management:
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Enterprise Manager—Use Enterprise Manager to administer your entire processing
environment, not just the RAC database. Enterprise Manager enables you to
manage a RAC database with its instance targets, listener targets, host targets, and
a cluster target, as well as ASM targets if you are using ASM storage for your
database.

Automatic undo management—Automatically manages undo processing.

Automatic segment-space management—Automatically manages segment
freelists and freelist groups.

Locally managed tablespaces—Enhances space management performance.
See Also: The Oracle Real Application Clusters Administrator's

Guide for more information about these features in RAC
environments

Oracle Database 10g and Real Application Clusters Components

Oracle Database 10g provides single-instance database software and the additional
components to operate RAC databases. Some of the RAC-specific components include:

Cluster Ready Services (CRS)
A RAC-enabled Oracle home

The Cluster Ready Services Clusterware

The OUI installs CRS on each node on which the OUI detects that vendor clusterware
is present. If vendor clusterware is not present, then you must use the OUI to enter the
nodes on which to install CRS. The CRS home can be either shared by all nodes or
private to each node depending on your responses when you run the OUI The home
that you select for CRS must be different from the RAC-enabled Oracle home.

When vendor clusterware is present, CRS interacts with the vendor clusterware to
coordinate cluster membership information. For Oracle Database 10g on Linux, CRS
coexists with but does not interact with previous Oracle clusterware versions. In
addition:

You may use vendor clusterware for all operating systems except Mac OS X and
Linux.

For SunClusters, Oracle provides a UDLM patch that you must install onto each
node in the cluster from the /r acpat ch directory on the Oracle Cluster Ready
Services Release 1 CD-ROM before installing and configuring RAC. Although you
may have an operative pre-Oracle 10g version of the UDLM, you must install the
Oracle 10g UDLM.

Note: On some platforms, pre-Oracle Database 10g cluster
manager implementations were referred to as "Cluster Manager". In
Oracle Database 10g, the cluster manager role is performed by
Cluster Synchronization Services (CSS), a component of CRS, on all
platforms. The OCSSD performs this function.

The Installed Real Application Clusters Components

All instances in RAC environments share the control file, server parameter file, redo
log files, and all datafiles. These files reside on a shared cluster file system or on shared
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disks. Either of these types of file configurations are accessed by all the cluster
database instances. Each instance also has its own set of redo log files. During failures,
shared access to redo log files enables surviving instances to perform recovery.

Oracle Database 10g Real Application Clusters Version Compatibility

You can install and operate multiple Oracle homes and different versions of Oracle
cluster database software on the same computer as described in the following points:

You can install multiple Oracle Database 10§ RAC homes on the same node. The
multiple homes feature enables you to install one or more releases on the same
machine in multiple Oracle home directories. However, each node can have only
one CRS home.

In addition, you cannot install Oracle Database 10g RAC into an existing
single-instance Oracle home. If you have an Oracle home for Oracle Database 10g,
then use a different Oracle home, and one that is available across the entire cluster
for your new installation. Similarly, if you have an Oracle home for an earlier
Oracle cluster database software release, then you must also use a different home
for the new installation.

If the OUI detects an earlier version of a database, then the OUI asks you about
your upgrade preferences. You have the option to upgrade one of the
previous-version databases with DBUA or to create a new database using DBCA.
The information collected during this dialog is passed to DBUA or DBCA after the
software is installed.

If you run the OUI to install RAC on a system that already has an Oracle Database
10¢ RAC installation in the same home, then the OUI prompts you to install
additional Oracle Database 10g products if you have not already installed all of
them.

You can use the OUI to complete some of the de-install and re-install steps for
Oracle Database 10g Real Application Clusters if needed.

Note: Do not move Oracle binaries from one Oracle home to another
because this causes dynamic link failures.

Required UNIX Groups

This section describes information specific to RAC on UNIX-based platforms.
Depending on whether this is the first time you are installing the Oracle server
software on your UNIX system, you may need to create several UNIX groups and a
UNIX user as described later in the pre-installation procedures. The required UNIX
groups and user are:

The Oracle Inventory group (0i nstal |')

You must create this group the first time you install Oracle software on the system.
The usual name for this group is 0i nst al | . This group owns the Oracle
inventory which is a catalog of all of the Oracle software installed on the system.

The OSDBA group (dba)

You must create this group the first time you install Oracle software on the system.
It identifies users that have database administrative privileges (the SYSDBA and
SYSOPER privileges). The default name for this group is dba. To specify a group
name other than the default, choose the Custom installation type to install the
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software. You must also create an OSDBA group if an OSBDA group exists but
you want to give a different group of users database administrative privileges in a
new Oracle server installation.

« The OSOPER group (oper)

This is an optional group. Create this group if you want a separate group of users
to have a limited set of database administrative privileges (the SYSDBA privilege).
The default name for this group is oper . To use this group, choose the Custom
installation type to install the software. To use an OSOPER group, you must create
it in the following circumstances:

= If an OSOPER group does not exist, for example, if this is the first installation
of Oracle server software on the system

= Ifan OSOPER group exists but you want to give a different group of users
database operator privileges in a new Oracle server installation

» The Oracle Software Owner user (or acl e)

You must create this user the first time you install Oracle software on the system.
This user owns all of the software installed during the installation. The usual name
for this user is or acl e. This user must have the Oracle Inventory group as its
primary group and the OSDBA group as its secondary group. It must also have
the OSOPER group as a secondary group if you choose to create that group. If an
Oracle software owner user exists, but you want to use a different user, with
different group membership, in a new Oracle server installation, you must give
database administrative privileges to those groups.

A single Oracle Inventory group is required for all installations of Oracle software on
the system. However, you can create different Oracle software owner users, OSDBA
groups, and OSOPER groups (other than or acl e, dba, and oper ) for separate
installations. Using different groups enables you to grant DBA privileges to a particular
operating system user on one database, which they would not have on another
database on the same system.

See Also: The Oracle Database Administrator’s Reference, 10g Release
1 (10.1) for UNIX Systems and the Oracle Database 10g Administrator’s
Guide contain more information about the OSDBA and OSOPER
groups and the SYSDBA and SYSCPER privileges.
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Part Il

Real Application Clusters Platform-Specific

Pre-Installation Procedures

Part II describes the platform-specific pre-installation procedures for Oracle Database
10¢ Real Application Clusters (RAC). The chapters in Part II are:

Chapter 2, "Pre-Installation Tasks for RAC on AIX"

Chapter 3, "Pre-Installation Tasks for RAC on HP-UX"
Chapter 4, "Pre-Installation Tasks for RAC on hp Tru64 UNIX"
Chapter 5, "Pre-Installation Tasks for RAC on Linux"

Chapter 6, "Pre-installation Tasks for RAC on Mac OS X"
Chapter 7, "Pre-Installation Tasks for RAC on Solaris"
Chapter 8, "Pre-Installation Tasks for RAC on Windows"






2

Pre-Installation Tasks for RAC on AlX

This chapter describes the tasks that you must complete before you start the Oracle
Universal Installer (OUI). It includes information about the following tasks:

= Log In to the System as root

«  Check the Hardware Requirements

«  Check the Network Requirements

= Check the Software Requirements

= Create Required UNIX Groups and User

«  Configure Kernel Parameters and Shell Limits

= Identify Required Software Directories

= Identify or Create an Oracle Base Directory

«  Create the CRS Home Directory

=«  Choose a Storage Option for Oracle CRS, Database, and Recovery Files
«  Create Directories for Oracle CRS, Database, or Recovery Files
«  Configure Disks for Automatic Storage Management

= Configure Raw Devices

= Verify the Cluster Software Configuration

= Stop Existing Oracle Processes

«  Configure the oracle User’s Environment
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Log In to the System as root

Before you install the Oracle software, you must complete several tasks as the r oot
user. To log in as the r oot user, complete one of the following procedures:

Note: Unless you intend to complete a silent-mode installation,
you must install the software from an X Window System
workstation, an X terminal, or a PC or other system with X server
software installed.

For more information about silent-mode installations, refer to
Appendix B.

= If you are installing the software from an X Window System workstation or X
terminal:

1. Start a local terminal session, for example, an X terminal (xt er mj.

2. If you are not installing the software on the local system, enter the following
command to enable remote hosts to display X applications on the local X
server:

$ xhost +
3. If you are not installing the software on the local system, use the ssh, r | ogi n,

ort el net commands to connect to the system where you want to install the
software:

$ telnet remote_host

4. If you are not logged in as the r oot user, enter the following command to
switch user to r oot :

$ su - root
passwor d:
#

= If you are installing the software from a PC or other system with X server software
installed:

Note: If necessary, refer to your X server documentation for more
information about completing this procedure. Depending on the X
server software that you are using, you may need to complete the
tasks in a different order.

1. Start the X server software.

2. Configure the security settings of the X server software to permit remote hosts
to display X applications on the local system.

3. Connect to the remote system where you want to install the software and start
a terminal session on that system, for example, an X terminal (xt er m).

4. If you are not logged in as the r 0ot user on the remote system, enter the
following command to switch user to r oot :

$ su - root
passwor d:
#
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Check the Hardware Requirements

Each system must meet the following minimum hardware requirements:

512 MB of physical RAM
1 GB of swap space (or twice the size of RAM)

On systems with 1 GB or more of memory, do not increase the swap space above 2
GB. Refer to the Oracle Database Administrator’s Reference for UNIX for more
information about configuring swap space on AIX.

400 MB of disk space in the / t np directory

Up to 4 GB of disk space for the Oracle software, depending on the installation
type and platform

1.2 GB of disk space for a preconfigured database that uses file system storage
(optional)

Note: The disk space requirement for databases that use
Automatic Storage Management (ASM) or raw device storage is
described later in this chapter.

Additional disk space, either on a file system or in an ASM disk group, is required
for the flash recovery area if you choose to configure automated backups.

To ensure that each system meets these requirements, follow these steps:

1.

To determine the physical RAM size, enter the following command:

# lusr/sbin/lsattr -E -1 sysO -a real mem

If the size of the physical RAM installed in the system is less than the required
size, you must install more memory before continuing.

To determine the size of the configured swap space, enter the following command:
# lusr/sbin/lsps -a

If necessary, refer to your operating system documentation for information about
how to configure additional swap space.

To determine the amount of disk space available in the / t mp directory, enter the
following command:

# df -k /tnp
If there is less than 400 MB of disk space available in the / t np directory, complete
one of the following steps:

= Delete unnecessary files from the / t np directory to achieve the required disk
space.

= Set the TEMP and TMPDIR environment variables when setting the or acl e
user’s environment (described later).

= Extend the file system that contains the / t np directory. If necessary, contact
your system administrator for information about extending file systems.

To determine the amount of free disk space on the system, enter the following
command:

#df -k
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5.

To determine whether the system architecture can run the software, enter the
following command:

# [usr/bin/getconf HARDWARE_BI TMODE

The expected output from this command is the value 64.

Note: If you do not see the expected output, you cannot install the
software on this system.

Check the Network Requirements

Check that you have the networking hardware and internet protocol (IP) addresses
required for an Oracle Real Application Clusters installation.

Note: For the most up-to-date information about supported
network protocols and hardware for RAC installations, refer to the
Certify pages on the OracleMetaLink Web site:

http://metalink.oracl e.com

Network Hardware Requirements
Each node in the cluster must meet the following requirements:

Each node must have at least two network adapters; one for the public network
interface and one for the private network interface (the interconnect).

The interface names associated with the network adapters for each network must
be the same on all nodes.

For increased reliability, you can configure redundant public and private network
adapters for each node.

For the public network, each network adapter must support TCP/IP.

For the private network, the interconnect must support the user datagram protocol
(UDP) using high-speed network adapters and switches that support TCP/IP
(Gigabit Ethernet or better recommended).

Note: UDP is the default interconnect protocol for RAC and TCP
is the interconnect protocol for Oracle CRS.

Token-Ring is not supported for the interconnect.

IP Address Requirements

Before starting the installation, you must identify or obtain the following IP addresses
for each node:

An IP address and an associated host name registered in the domain name service
(DNS) for each public network interface

One unused virtual IP address and an associated virtual host name registered in
DNS that you will configure for the primary public network interface
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The virtual IP address must be in the same subnet as the associated public
interface. After installation, you can configure clients to use the virtual host name
or IP address. If a node fails, its virtual IP address fails over to another node.

A private IP address and optional host name for each private interface

Oracle recommends that you use non-routable IP addresses for the private
interfaces, for example: 10.*.*.* or 192.168.*.*. You can use the / et ¢/ host s file on
each node to associate private host names with private IP addresses.

For example, if each node has two public and two private interfaces, you might have
the following host names and IP addresses on one of the nodes (r ac1) and similar
host names and IP addresses on the other nodes:

Host Name Type IP Address Registered In
racl. mydonai n. com Public 143.47.43.100 DNS
racl-2. mydonmi n. com Public 143.46.51.101 DNS
racl-vip. nydonai n. com Virtual 143.47.43.104 DNS
racl-privl Private 10.0.0.1 /etc/ hosts
racl-priv2 Private 10.0.0.2 /etc/hosts

Checking the Network Requirements
To verify that each node meets the requirements, follow these steps:

1.

If necessary, install the network adapters for the public and private networks and
configure them with either public or private IP addresses.

Register the host names and IP addresses for the public network interfaces in
DNS.

For each node, register one virtual host name and IP address in DNS.

For each private interface on every node, add a line similar to the following to the
/ et c/ host s file on all nodes, specifying the private IP address and associated
private host name:

10.0.0.1 racl-privl
Verify that the entry for the loopback address 127.0.0.1 in the / et ¢/ host s file is
similar to the following:

127.0.0.1 | ocal host | oopback

The name | ocal host must be the first host name specified on this line.

To identify the interface name and associated IP address for every network
adapter, enter the following command:

# letc/ifconfig -a

From the output, identify the interface name and IP address for all network
adapters that you want to specify as public or private network interfaces.

Note: When you install Oracle CRS and RAC, you will require
this information.
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Check the Software Requirements

Refer to the following section for information about checking the software
requirements.

Note: The Oracle Universal Installer performs checks on your
system to verify that it meets the requirements listed for your
platform. To ensure that these checks pass, verify the requirements
before you start the Installer.

Checking the Software Requirements
Check that the required software and patches are installed on the system.

Check for Required Software

Depending on the products that you intend to install, verify that the following
software is installed on the system. The procedure following the table describes how to
check these requirements.

Installation Type or
Product Requirement

All installations Operating system version and maintenance level:

AIX 5L version 5.2, Maintenance Level 1 or higher

Operating system filesets:

bos. adt . base
bos.adt.lib

bos. adt.libm

bos. perf.libperfstat
bos. perf. perfstat
bos. perf. proctool s
rsct.basic.rte

Real Application Clusters High Availability Cluster Multi-Processing (HACMP) v5.1

Note: HACMP is required only if you want to use raw logical
volumes for Oracle CRS or database file storage, however, it is
supported for all installations.

General Parallel File System (GPFS) v2.1 or v2.2

Note: GPFS is required only if you want to use a cluster file
system for Oracle CRS or database files.

Oracle Spatial AIXwindows Motif Libraries:
X11l. motif.lib

Note: This software is required only to build the sample
programs.

Oracle Messaging Gateway IBM WebSphere MQ V5.3, client and server:

mym C i ent . Bnd
mgm Ser ver . Bnd

2-6 Oracle Real Application Clusters Installation and Configuration Guide



Check the Software Requirements

Installation Type or
Product Requirement

Oracle JDBC/OCI Drivers ~ You can use the following optional IBM JDK versions with the

Oracle JDBC/OCI drivers, however they are not required for the
installation:

« JDK1.4.1.1 (64-bit)

« JDK1.3.1.11 (32-bit)

« JDK1.22.18

Note: IBM JDK 1.4.1.2 (32-bit) is installed with this release.

PL/SQL native compilation, C for AIX Compiler V6.0.0.4:

Pro*C/C++,
Oracle Call Interface,

vac. C

Oracle C++ Call Interface, ~ VisualAge C++ Compiler V6.0:

Oracle XML Developer’s Kit
(XDK)

vacpp. cnp. core

Oracle Transparent Either of the following:

Gateway for Sybase

= Sybase Adaptive Server Enterprise V12 or 12.5
= Sybase Open Client V12 or 12.5

Open Client is required if the Sybase server is not on the
local node.

To ensure that the system meets these requirements, follow these steps:

1.

To determine which version of AIX is installed, enter the following command:
# oslevel -r
If the operating system version is lower than AIX 5.2.0.0 Maintenance Level 1

(5200-01), upgrade your operating system to this level. AIX 5L version 5.2
maintenance packages are available from the following Web site:

http:// ww-912.i bm conf eserver/support/fixes/

To determine whether the required filesets are installed and committed, enter a
command similar to the following:

# Islpp -1 bos.adt.base bos.adt.|ib bos.adt.|ibmbos.perf.perfstat \

bos. perf.libperfstat bos.perf.proctools rsct.basic.rte

If a fileset is not installed and committed, then install it. Refer to your operating
system or software documentation for information about installing filesets.

Check for Required Patches

Depending on the products that you intend to install, verify that the following patches
are installed on the system. The procedure following the table describes how to check
these requirements.
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Installation Type or

Product Requirement

All installations Authorized Problem Analysis Reports (APARs):

1Y43980: libperfstat.h not ANSI-compliant

1Y44810: DSI IN BMRECYCLE

1Y45462: Definition of isnan() in math.h incorrect

IY45707: ]2 READAHEAD/CIO INTERACTION

1Y46214: dropping partial connections leaves them on so_q0
I'Y46605: exec of 32 bit application can fail on 64 bit kernel
1Y48525: SDK 1.4.1 32-BIT SR1: CA141-20030930

1Y51801: race condition in aio_nwait_timeout

1Y56024: CIO WRITE RETURNS INCORRECT LENGTH

The following program technical fix (PTF) is required if you
intend to use ASM for database file storage:

U496549: bos.rte.aio.5.2.0.15

PL/SQL native compilation, PTFs required for VisualAge C compiler:

Pro*C/C++,

Oracle Call Interface,

Oracle C++ Call Interface,
Oracle XML Developer’s Kit
(XDK)

U489726: vac.C.6.0.0.4 (or later)

Oracle JDBC/OCI Drivers ~ Note: These APARs are required only if you are using the
associated JDK version.

APARs required for JDK 1.4.1.1 (64-bit):

I'Y48526: SDK 1.4.1 64-BIT SR1: CAIX64141-20030930

APARs required for JDK 1.3.1.11 (32-bit):

IY47055: SDK 1.3.1 32-BIT PTF: CA131-20030630A

APARs required for JDK 1.2.2.18:

IY40034: SDK 1.2.2 PTF: CA122-20030115

Oracle Messaging Gateway Corrective service diskettes (CSDs) for WebSphere MQ:
CSDO03 or later for WebSphere MQ V5.3 (U485561)

Real Application Clusters APARs and PTFs required for HACMP:

1Y42783: CT:LX: RMC daemon may hang if managed nodes
recycle

I'Y43602: DISK FAILURES CAUSING QUORUM TO BE
LOST IS NOT

1Y45695: BASE FIXES FOR HACMP 5.1.0
U496124: cluster.es.server.rte.5.1.0.2

APARs and PTFs required for GPFS v2.1:

1Y52454: DirectIO fixes for Linux, Inerop: backup extended
U489058: mmfs.base.cmds.3.5.0.6

U496347: mmfs.gpfs.rte.3.5.0.10

U496395: mmfs.gpfs.rte.2.1.0.10

APARs required for GPFS v2.2:

I'Y54739: GPFS 2.2 mandatory service
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To ensure that the system meets these requirements, follow these steps:

1. To determine whether an APAR is installed, enter a command similar to the
following:

# lusr/sbin/instfix -i -k "1Y43980 |Y44810 |Y45462 |Y45707 |Y46214 |Y46605 \
1 'YA8525 1Y51801 |Y56024"
If an APAR is not installed, download it from the following Web site and install it:

http:// ww-912.i bm conlf eserver/support/fixes/

2. To determine whether a PTF is installed, enter a command similar to the following:

# Islpp -1 -B U489726 U485561 ...

If a PTF is not installed, download it from the following Web site and install it:

http:// ww912.i bm conf eserver/support/fixes/

3. If you require a CSD for WebSphere MQ, refer to the following Web site for
download and installation information:

http:// ww.ibm coni sof tware/integration/ ngfam | y/ support/sumary/ ai x. ht m

Create Required UNIX Groups and User

Depending on whether this is the first time Oracle software is being installed on this
system and on the products that you are installing, you may need to create several
UNIX groups and a UNIX user.

The following UNIX groups and user are required if you are installing Oracle
Database:

= The OSDBA group (dba)

You must create this group the first time you install Oracle Database software on
the system. It identifies UNIX users that have database administrative privileges
(the SYSDBA privilege). The default name for this group is dba.

If you want to specify a group name other than the default dba group, you must
choose the Custom installation type to install the software or start the Installer as a
user that is not a member of this group. In this case, the Installer prompts you to
specify the name of this group.

« The OSOPER group (oper)

This is an optional group. Create this group if you want a separate group of UNIX
users to have a limited set of database administrative privileges (the SYSOPER
privilege). By default, members of the OSDBA group also have the SYSOPER
privilege.

If you want to specify a separate OSOPER group, other than the default dba
group, you must choose the Custom installation type to install the software or
start the Installer as a user that is not a member of the dba group. In this case, the
Installer prompts you to specify the name of this group. The usual name chosen
for this group is oper .

The following UNIX group and user are required for all installations:

= The Oracle Inventory group (oi nstal |')
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You must create this group the first time you install Oracle software on the system.
The usual name chosen for this group is oi nst al | . This group owns the Oracle
inventory, which is a catalog of all Oracle software installed on the system.

Note: If Oracle software is already installed on the system, the
existing Oracle Inventory group must be the primary group of the
UNIX user that you use to install new Oracle software. The
following sections describe how to identify an existing Oracle
Inventory group.

» The Oracle software owner user (or acl e)

You must create this user the first time you install Oracle software on the system.
This user owns all of the software installed during the installation. The usual name
chosen for this user is or acl e. This user must have the Oracle Inventory group as
its primary group. It must also have the OSDBA and OSOPER groups as a
secondary groups.

A single Oracle Inventory group is required for all installations of Oracle software on
the system. After the first installation of Oracle software, you must use the same
Oracle Inventory group for all subsequent Oracle software installations on that system.
However, you can choose to create different Oracle software owner users, OSDBA
groups, and OSOPER groups (other than or acl e, dba, and oper ) for separate
installations. By using different groups for different installations, members of these
different groups have DBA privileges only on the associated databases rather than on
all databases on the system.

See Also: The Oracle Database Administrator’s Reference for UNIX
Systems and the Oracle Database Administrator’s Guide contain more
information about the OSDBA and OSOPER groups and the
SYSDBA and SYSOPER privileges.

The following sections describe how to create the required UNIX user and groups.

Note: The following sections describe how to create local users
and groups. As an alternative to creating local users and groups,
you could create the appropriate users and groups in a directory
service, for example, Network Information Services (NIS). For

information about using directory services, contact your system
administrator or refer to your operating system documentation.

Creating the Oracle Inventory Group

You must create the Oracle Inventory group if it does not already exist. The following
subsections describe how to determine the Oracle Inventory group name, if it exists,
and how to create it if necessary.

Determine Whether the Oracle Inventory Group Exists

When you install Oracle software on the system for the first time, the Installer creates
the or al nst . | oc file. This file identifies the name of the Oracle Inventory group and
the path of the Oracle Inventory directory. To determine whether the Oracle Inventory
group exists, enter the following command:

# nore /etc/oralnst.loc
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If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nvent ory_| oc=/ u01/ app/ oracl e/ oral nvent ory
i nst_group=oi nstal |

The i nst _gr oup parameter shows the name of the Oracle Inventory group
(oinstal l).

Create the Oracle Inventory Group
If the or al nst . | oc file does not exist, create the Oracle Inventory group as follows:

1. Enter the following command:

# smt security

2. Choose the appropriate menu items to create the oi nst al | group.

3. Press F10 to exit.

Creating the OSDBA Group

You must create an OSDBA group in the following circumstances:

= An OSDBA group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= An OSDBA group exists, but you want to give a different group of UNIX users
database administrative privileges in a new Oracle installation

If the OSDBA group does not exist or if you require a new OSDBA group, create it as
follows. In the following procedure, use the group name dba unless a group with that
name already exists.

1. Enter the following command:

# smt security

2. Choose the appropriate menu items to create the dba group.

3. Press F10 to exit.

Creating an OSOPER Group (Optional)

Create an OSOPER group only if you want to identify a group of UNIX users with a
limited set of database administrative privileges (SYSOPER operator privileges). For
most installations, it is sufficient to create only the OSDBA group. If you want to use
an OSOPER group, you must create it in the following circumstances:

= If an OSOPER group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= If an OSOPER group exists, but you want to give a different group of UNIX users
database operator privileges in a new Oracle installation

If you require an new OSOPER group, create it as follows. In the following procedure,
use the group name oper unless a group with that name already exists.

1. Enter the following command:

# smt security

2. Choose the appropriate menu items to create the oper group.
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3. Press F10 to exit.

Creating the Oracle Software Owner User

You must create an Oracle software owner user in the following circumstances:

« If an Oracle software owner user does not exist, for example, if this is the first
installation of Oracle software on the system

= If an Oracle software owner user exists, but you want to use a different UNIX user,
with different group membership, to give database administrative privileges to
those groups in a new Oracle Database installation

Determine Whether an Existing Oracle Software Owner User Exists

To determine whether an Oracle software owner user named or acl e exists, enter the
following command:

#id oracle

If the or acl e user exists, the output from this command is similar to the following:

ui d=440( or acl ) gi d=200( oi nstal | ) groups=201(dba), 202( oper)

If the user exists, determine whether you want to use the existing user or create a new
user. If you want to use the existing user, ensure that the user’s primary group is the
Oracle Inventory group and that it is a member of the appropriate OSDBA and
OSOPER groups. Refer to one of the following sections for more information:

Note: If necessary, contact your system administrator before using
or modifying an existing user.

= If you want to use the existing Oracle software owner user, and the user’s primary
group is the Oracle Inventory group, refer to the "Verifying that the UNIX User
nobody Exists" section on page 2-13.

= To modify an existing user, refer to the "Modify an Existing Oracle Software
Owner User" section on page 2-13.

= To create a new user, refer to the following section.

Create a New Oracle Software Owner User

If the Oracle software owner user does not exist or if you require a new Oracle
software owner user, create it as follows. Use the user name or acl e unless a user with
that name already exists.

1. Enter the following command:
# smt security

2. Choose the appropriate menu items to create the or acl e user, specifying the
following information:

— In the Primary GROUP field, specify the Oracle Inventory group, for example
oinstall.

— In the Group SET field, specify the OSDBA group and if required, the
OSOPER group. For example: dba or dba, oper .
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3.
4.

Note: The UID for the or acl e user must be less than 65536.

Press F10 to exit.
Set the password of the or acl e user:

# passwd oracle

Refer to the "Verifying that the UNIX User nobody Exists" section on page 2-13 to
continue.

Modify an Existing Oracle Software Owner User

If the or acl e user exists, but its primary group is not 0i nst al | or it is not a member
of the appropriate OSDBA or OSOPER groups, you can modify it as follows:

1.

Enter the following command:

# smt security

Choose the appropriate menu items to modify the or acl e user.

In the Primary GROUP field, specify the Oracle Inventory group, for example
oinstall.

In the Group SET field, specify the required secondary groups, for example dba
and oper .

Press F10 to exit.

Verifying that the UNIX User nobody Exists

Before installing the software, verify that the UNIX user nobody exists on the system:

1.

To determine whether the user exists, enter the following command:

# i d nobody

If this command displays information about the nobody user, you do not have to
create that user.

If the nobody user does not exist, enter the following command to create it:

# smt security

Repeat this procedure on all of the other cluster nodes.

Create Identical Users and Groups on Other Cluster Nodes

Note: You must complete the following procedures only if you are
using local users and groups. If you are using users and groups
defined in a directory service such as NIS, they are already identical
on each cluster node.

The Oracle software owner user and the Oracle Inventory, OSDBA, and OSOPER
groups must exist and be identical on all cluster nodes. To create these identical users
and groups, you must identify the user ID and group IDs assigned them on the node
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where you created them, then create the user and groups with the same name and ID
on the other cluster nodes.

Identifying the User and Group IDs

To determine the user ID (UID) of the Oracle software owner user and the group IDs
(GID) of the Oracle Inventory, OSDBA, and OSOPER groups, follow these steps:

1. Enter following command:

#id oracle

The output from this command is similar to the following:
ui d=440( or acl ) gi d=200( oi nstal | ) groups=201(dba), 202( oper)

2. From the output, identify the UID for the or acl e user and the GIDs for the
groups to which it belongs.

Create the User and Groups on the Other Cluster Nodes

To create the user and groups on the other cluster nodes, repeat the following
procedure on each node:

1. Log in to the next cluster node as r oot .

2. Enter the following command:
# smt security

3. Choose the appropriate menu items to create or modify the oi nst al | and dba
groups, and if required, the oper group.

In the Group NAME and Group ID fields, specify the group names and GIDs that
you identified previously.

Note: If you cannot use the same group ID for a particular group
on this node, identify a group ID that is available on all nodes and
specify that ID for the group on all of the nodes.

4. Choose the appropriate menu items to create or modify the or acl e user,
specifying the following information:

— Inthe User ID field, specify the user ID that you identified in the previous
subsection.

— In the Primary GROUP field, specify the Oracle Inventory group, for example
oinstall.

— In the Group SET field, specify the OSDBA group and if necessary, the
OSOPER group, for example dba or dba, oper.

Note: If you cannot use the same user ID for the or acl e user on
this node, identify a user ID that is available on all nodes and
specify that ID for the user on all of the nodes.

5. Press F10 to exit.

6. Set the password of the or acl e user:
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# passwd oracle

Set Up User Equivalence for rsh and rcp on All Cluster Nodes

Note: This section describes how to set up user equivalence for

r cp, which the Installer uses when copying Oracle software to the
other cluster nodes. If you prefer, you can configure the Secure
Shell (SSH) tool suite, so that the Installer uses scp instead of r cp.
Refer to the SSH documentation for information about setting up
user equivalence for scp.

Before you install and use Oracle Real Application clusters, you must set up user
equivalence on all cluster nodes, as follows:

1.

On all cluster nodes, edit the / et ¢/ host s. equi v file in any text editor and add
entries similar to the following for all nodes in the cluster:

nodel-public oracle
nodel- public. domain oracle
node2- public oracle
node2- publ i c. domai n oracl e

In this example:

= noden_publ i c is the host name associated with the primary public network
interface

= domai n is the domain name of the system, for example nydomnai n. com

Note: Alternatively, you can create a . r host s file using the same
format in the or acl e user’s home directory on all nodes in the
cluster.

To test user equivalence on all cluster nodes, including the first node, enter
commands similar to the following from the node where you will run the Installer:

# su oracle
$ rsh nodel-public date
$ rsh node2-public date

$ exit

Each command should return only the date setting on the specified node. If a node
prompts for a password or displays any other text, then user equivalence is not set
up correctly on that node. In this case, verify that the / et ¢/ host s. equi v (or
~or acl e/ . r host s) file has the correct entries.

Configure Kernel Parameters and Shell Limits

Refer to the following section for information about configuring the system kernel
parameters and shell limits.
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Configuring Shell Limits, System Configuration, and Network Tuning Parameters

Note: The parameter and shell limit values shown in this section
are recommended values only. For production database systems,
Oracle recommends that you tune these values to optimize the
performance of the system. Refer to your operating system
documentation for more information about tuning kernel
parameters.

Oracle recommends that you set shell limits, system configuration parameters, and
network tuning parameters as described in this section on all cluster nodes.

Configure Shell Limits

Verity that the shell limits shown in the following table are set to the values shown.
The procedure following the table describes how to verify and set the values.

Shell Limit (As Shown in smit) Recommended Value
Soft FILE size -1 (Unlimited)
Soft CPU time -1 (Unlimited)
Note: This is the default value.
Soft DATA segment -1 (Unlimited)
Soft STACK size -1 (Unlimited)

To view the current value specified for these shell limits, and to change them if
necessary, follow these steps:

1. Enter the following command:
# smt chuser

2. In the User NAME field, enter the user name of the Oracle software owner, for
example or acl e.

3. Scroll down the list and verify that the value shown for the soft limits listed in the
previous table is -1.

If necessary, edit the existing value.

4. When you have finished making changes, press F10 to exit.

Configure System Configuration Parameters

Verify that the maximum number of processes allowed per user is set to 2048 or
greater:

Note: For production systems, this value should be at least 128
plus the sum of the PROCESSES and PARALLEL_MAX_SERVERS
initialization parameters for each database running on the system.

1. Enter the following command:

# smt chgsys
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Verity that the value shown for Maximum number of PROCESSES allowed per
user is greater than or equal to 2048.

If necessary, edit the existing value.

When you have finished making changes, press F10 to exit.

Configure Network Tuning Parameters

Verify that the network tuning parameters shown in the following table are set to the
values shown or higher values. The procedure following the table describes how to
verify and set the values.

Network Tuning

Parameter Recommended Value
ipgmaxlen 512

rfc1323 1

sb_max 2*655360
tcp_recvspace 65536

tep_sendspace 65536

udp_recvspace 655360

Note: The recommended value of this parameter is 10 times the
value of the udp_sendspace parameter. The value must be less
than the value of the sb_max parameter.

udp_sendspace 65536

Note: This value is suitable for a default database installation. For
production databases, the minimum value for this parameter is 4
KB plus the value of the database DB_BLOCK_SIZE initialization
parameter multiplied by the value of the DB_MULTIBLOCK _
READ_COUNT initialization parameter:

(DB_BLOCK_SIZE * DB_MULTIBLOCK_READ_COUNT) + 4 KB

To view the current value specified for these parameters, and to change them if
necessary, follow these steps:

1.

To check the current values of the network tuning parameters, enter commands
similar to the following:

# lusr/sbin/no -a | nore

If you must change the value of any parameter, enter the following command to
determine whether the system is running in compatibility mode:

# lusr/sbin/lsattr -E -1 sysO -a pre520tune

If the system is running in compatibility mode, the output is similar to the
following, showing that the value of the pre520tune attribute is enable:

pre520t une enabl e Pre-520 tuning conpatibility node True

If the system is running in compatibility mode, follow these steps to change the
parameter values:

a. Enter commands similar to the following to change the value of each
parameter:

# lusr/sbin/no -o paraneter_nane=val ue
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For example:

# lusr/sbin/no -o udp_recvspace=655360

b. Add entries similar to the following to the / et ¢/ r c. net file for each
parameter that you changed in the previous step:

if [ -f Jusr/shin/no] ; then
[usr/sbin/no -0 udp_sendspace=65536
[usr/sbin/no -o udp_recvspace=655360
[usr/sbin/no -0 tcp_sendspace=65536
[usr/sbin/no -0 tcp_recvspace=65536

O O O o oo

[usr/shin/no -0 rfcl323=1
[usr/shin/no -0 sh_max=2*655360
[usr/sbin/no -o ipgmaxl en=512

fi
By adding these lines to the / et ¢/ r c. net file, the values persist when the
system restarts.

4. If the system is not running in compatibility mode, enter commands similar to the
following to change the parameter values:

« ipgmaxlen parameter:

[usr/sbin/no -r -0 ipgmaxl en=512

= Other parameter:

/usr/shin/no -p -0 paraneter=val ue

Note: If you modify the ipqgmaxlen parameter, you must restart the
system.

These commands modify the / et ¢/ t unabl es/ next boot file, causing the
attribute values to persist when the system restarts.

Identify Required Software Directories
You must identify or create four directories for the Oracle software, as follows:
= Oracle base directory
= Oracle Inventory directory
= CRS home directory
= Oracle home directory

The following subsections describe the requirements for these directories.

Oracle Base Directory

The Oracle base directory acts as a top-level directory for Oracle software installations.
It is analogous to the C: \ Or acl e directory used for Oracle software installations on
Windows systems. On UNIX systems, the Optimal Flexible Architecture (OFA)
guidelines recommend that you use a path similar to the following for the Oracle base
directory:

[ mount _poi nt/ app/ or acl e_sw_owner
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In this example:

= mount _poi nt is the mount point directory for the file system that will contain the
Oracle software.

The examples in this guide use / u01 for the mount point directory. However, you
could choose another mount point directory, / or acl e or / opt / or acl e for
example.

« oracl e_sw owner is the UNIX user name of the Oracle software owner, for
example or acl e.

You can use the same Oracle base directory for more than one installation or you can
create separate Oracle base directories for different installations. If different UNIX
users install Oracle software on the same system, each user must create a separate
Oracle base directory. The following example Oracle base directories could all exist on
the same system:

/u01/ app/ oracl e
[ u01/ app/ or auser
/opt/oracl e/ app/ oracl e

The following sections describe how to identify existing Oracle base directories that
might be suitable for your installation and how to create a new Oracle base directory if
necessary.

Regardless of whether you create a new Oracle base directory or decide to use an
existing one, you must set the ORACLE_BASE environment variable to specify the full
path to this directory.

Note: The Oracle base directory can be on a local file system, or on
a supported cluster file system.

Oracle Inventory Directory

The Oracle Inventory directory (or al nvent or y) stores an inventory of all software
installed on the system. It is required by, and shared by, all Oracle software
installations on a single system. The first time you install Oracle software on a system,
the Installer prompts you to specify the path to this directory. If you are installing the
software on a local file system, Oracle recommends that you choose the following
path:

oracl e_base/ oral nventory

If the Oracle base directory is on a cluster file system or an NFS file system on a NAS
device, you must specify a path for the Oracle Inventory directory on a local file
system. The Oracle base directory must be on a local file system to enable all of the
nodes to have separate inventories.

The Installer creates the directory that you specify and sets the correct owner, group,
and permissions on it. You do not need to create it.

Note: All Oracle software installations rely on this directory.
Make sure that you back it up regularly.

Do not delete this directory unless you have completely removed
all Oracle software from the system.
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CRS Home Directory

The CRS home directory is the directory where you choose to install the software for
Oracle Cluster Ready Services. You must install CRS in a separate home directory.
When you run the Installer, it prompts you to specify the path to this directory, as well
as a name that identifies it. Oracle recommends that you specify a path similar to the
following for the CRS home directory:

/u01/crs/oracl e/ product/10.1.0/crs

Note: Because you must change the permissions of all of the parent
directories of the CRS home directory after installing the software to
grant write access only to the r oot user, the CRS home directory must
not be a subdirectory of the Oracle base directory.

Oracle Home Directory

The Oracle home directory is the directory where you choose to install the software for
a particular Oracle product. You must install different Oracle products, or different
releases of the same Oracle product, in separate Oracle home directories. When you
run the Installer, it prompts you to specify the path to this directory, as well as a name
that identifies it. The directory that you specify must be a subdirectory of the Oracle
base directory. Oracle recommends that you specify a path similar to the following for
the Oracle home directory:

oracl e_base/product/10.1.0/db_1
The Installer creates the directory path that you specify under the Oracle base

directory. It also sets the correct owner, group, and permissions on it. You do not need
to create this directory.

Identify or Create an Oracle Base Directory

Before starting the installation, you must either identify an existing Oracle base
directory or if required, create a new one. This section contains information about the
following:

= Identifying an Existing Oracle Base Directory

= Creating a New Oracle Base Directory

Note: You can choose to create a new Oracle base directory, even
if other Oracle base directories exist on the system.

Identifying an Existing Oracle Base Directory

Existing Oracle base directories might not have paths that comply with OFA
guidelines. However, if you identify an existing Oracle Inventory directory or existing
Oracle home directories, you can usually identify the Oracle base directories, as
follows:

= Identify an existing Oracle Inventory directory

Enter the following command on all cluster nodes to view the contents of the
oral nst. | oc file:

# nore /etc/oralnst.loc
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If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nvent ory_| oc=/ u01/ app/ or acl e/ oral nvent ory
i nst_group=oi nstal |

The i nvent ory_| oc parameter identifies the Oracle Inventory directory

(or al nvent or y) on that system. The parent directory of the or al nvent ory
directory is typically an Oracle base directory. In the previous example,

/ u01/ app/ or acl e is an Oracle base directory.

Identify existing Oracle home directories

Enter the following command on all cluster nodes to view the contents of the
or at ab file:

# nore /etc/oratab

If the or at ab file exists, it contains lines similar to the following:

*:/u03/ app/ oracl e/ product/10.1.0/db_1: N
*:/opt/orauser/infra_904:N
*:loracle/9.2.0:N

The directory paths specified on each line identify Oracle home directories.
Directory paths that end with the user name of the Oracle software owner that you
want to use are valid choices for an Oracle base directory. If you intend to use the
or acl e user to install the software, you could choose one of the following
directories from the previous example:

/u03/ app/ oracl e
/oracle

Note: If possible, choose a directory path similar to the first
(/ u03/ app/ or acl e). This path complies with the OFA guidelines.

Before deciding to use an existing Oracle base directory for this installation, make sure
that it satisfies the following conditions:

It should not be on the same file system as the operating system.

It must have an identical path on all cluster nodes or it must be on a supported
cluster file system.

If you are not using a cluster file system, create identical Oracle base directories on
the other nodes.

To determine the free disk space on the file system where the Oracle base directory
is located, enter the following command:

# df -k oracle_base_path

To continue:

If an Oracle base directory exists and you want to use it, refer to the "Create the
CRS Home Directory” section on page 2-22.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify the directory you chose.

If an Oracle base directory does not exist on the system or if you want to create a
new Oracle base directory, refer to the following section.
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Creating a New Oracle Base Directory
To identify an appropriate file system, follow these steps:

1.

3.

Use the df - k command to determine the free disk space on each mounted file
system.

From the display, identify a file system that has appropriate free space.

Note: The file system can be a local file system or a supported
cluster file system.

The path to the Oracle base directory must be the same on all nodes.

Note the name of the mount point directory for the file system that you identified.

To create the Oracle base directory and specify the correct owner, group, and
permissions for it, follow these steps:

1.

Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nount_point/app/oracl e_sw_owner
# chown -R oracle:oinstall /nount_point/app/oracl e_sw owner
# chnod -R 775 / mount _poi nt/ app/ or acl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended Oracle base directory path is as follows:
/u01/ app/ oracl e

If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify this directory.

Create the CRS Home Directory

You must create a CRS home directory before installing Oracle CRS. You can create the
CRS home directory on the same file system as the Oracle base directory, or you can
choose a different file system for this directory. If you choose the same file system as
the Oracle base directory, you must not use a subdirectory of the Oracle base directory
as the CRS home directory.

To identify an appropriate file system, follow these steps:

1.

Use the df - k command to determine the free disk space on each mounted file
system.

From the display, identify a file system that has at least 1 MB of free disk space.

If you are using the same file system for the Oracle base directory, this 1 MB of
disk space is additional to the free disk space requirement that you identified
previously.

Note: The file system can be a local file system or a supported
cluster file system.
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The path to the CRS home directory must be the same on all nodes.
3. Note the name of the mount point directory for the file system that you identified.

To create the CRS home directory and specify the correct owner, group, and
permissions for it, follow these steps:

1. Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nmount_point/crs/oracle_sw owner/product/10.1.0/crs

# chown -R oracle:oinstall /nount_point/crs/oracl e_sw owner
# chnmod -R 775 /mount _poi nt/crs/ oracl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended CRS home directory path is as follows:
/u01/crs/oracl e/ product/10.1.0/crs

2. If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

3. When you are installing Oracle CRS, set the ORACLE_HOME environment
variable to specify this directory.

Note: During the installation, before you run the r oot . sh script,
you must change the permissions on the parent directories of the CRS
home directory to permit only the r oot user to write to those
directories.

Choose a Storage Option for Oracle CRS, Database, and Recovery Files

The following table shows the storage options supported for storing Oracle Cluster
Ready Services (CRS) files, Oracle database files, and Oracle database recovery files.
Oracle database files include datafiles, control files, redo log files, the server parameter
file, and the password file. Oracle CRS files include the Oracle Cluster Registry (OCR)
and the CRS voting disk.

For all installations, you must choose the storage option that you want to use for
Oracle CRS files and Oracle database files. If you want to enable automated backups
during the installation, you must also choose the storage option that you want to use
for recovery files (the flash recovery area). You do not have to use the same storage
option for each file type.

Note: For the most up-to-date information about supported
storage options for RAC installations, refer to the Certify pages on
the OracleMetaLink Web site:

http://metalink.oracl e.com

File Types Supported

Storage Option CRS Database  Recovery

Automatic Storage Management No Yes Yes
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File Types Supported

Storage Option CRS Database  Recovery

Cluster file system Yes Yes Yes
Note: Requires GPFS

Shared raw logical volumes Yes Yes No
Note: Requires HACMP
Shared raw disk devices Yes Yes No

Use the following guidelines when choosing the storage options that you want to use
for each file type:

You can choose any combination of the supported storage options for each file
type as long as you satisfy any requirements listed for the chosen storage options.

Oracle recommends that you choose ASM as the storage option for database and
recovery files.

For Standard Edition installations, ASM is the only supported storage option for
database or recovery files.

You cannot use Automatic Storage Management to store Oracle CRS files, because
these files must be accessible before any Oracle instance starts.

If you are not using HACMP, you cannot use shared raw logical volumes for CRS
or database file storage.

For information about how to configure disk storage before you start the installation,
refer to one of the following sections depending on your choice:

To use a file system for Oracle CRS, database, or recovery file storage, refer to the
"Create Directories for Oracle CRS, Database, or Recovery Files" section on
page 2-24.

To use ASM for database or recovery file storage, refer to the "Configure Disks for
Automatic Storage Management" section on page 2-28.

To use raw devices (disks or logical volumes) for Oracle CRS or database file
storage, refer to the "Configure Raw Devices" section on page 2-34.

Create Directories for Oracle CRS, Database, or Recovery Files

If you decide to place the Oracle CRS, database, or recovery files on a file system, use
the following guidelines when deciding where to place them.

Guidelines for Placing Oracle CRS Files on a File System

The Installer does not suggest a default location for the Oracle Cluster Registry (OCR)
or the Oracle CRS voting disk. If you choose to create these files on a file system, use
the following guidelines when deciding where to place them:

You must choose a shared file system on shared disks, for example, a GPFS cluster
file system.

It must have at least 100 MB of free disk space for the OCR and 20 MB of free disk
space for the CRS voting disk.

For improved reliability, you should choose a file system on a highly available
storage device, for example, a RAID device that implements mirroring.

2-24  Oracle Real Application Clusters Installation and Configuration Guide



Create Directories for Oracle CRS, Database, or Recovery Files

If you are placing the Oracle Cluster Ready Services software on a shared file
system, you can use the same file system for these files.

The or acl e user must have write permissions to create the files in the path that
you specify.

Note: If you are upgrading from Oracle9i Release 2, you can
continue to use the raw device or shared file that you used for the
SRVM configuration repository instead of creating a new file for the
OCR.

Guidelines for Placing Oracle Database Files on a File System

If you choose to place the Oracle database files on a file system, use the following
guidelines when deciding where to place them:

You must choose a shared file system on shared disks, for example, a GPFS cluster
file system.

The default path suggested by the Installer for the database file directory is a
subdirectory of the Oracle base directory. You can choose this path only if you are
using an Oracle base directory that is on a shared file system.

This default location is not recommended for production databases.

You can choose either a single file system or more than one file system to store the
database files:

- If you want to use a single file system, choose a file system on a physical
device that is dedicated to the database.

For best performance and reliability, choose a RAID device or a logical volume
on more than one physical device and implement the
stripe-and-mirror-everything (SAME) methodology.

- If you want to use more than one file system, choose file systems on separate
physical devices that are dedicated to the database.

This method enables you to distribute physical I/O and create separate
control files on different devices for increased reliability. It also enables you to
fully implement the OFA guidelines. You must choose either the Advanced
database creation option or the Custom installation type during the
installation to implement this method.

If you intend to create a preconfigured database during the installation, the file
system (or file systems) that you choose must have at least 1.2 GB of free disk
space.

For production databases, you must estimate the disk space requirement
depending on the use that you want to make of the database.

For optimum performance, the file systems that you choose should be on physical
devices that are used only by the database.

The or acl e user must have write permissions to create the files in the path that
you specify.
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Guidelines for Placing Oracle Recovery Files on a File System

Note: You must choose a location for recovery files only if you
intend to enable automated backups during the installation.

If you choose to place the Oracle recovery files on a file system, use the following
guidelines when deciding where to place them:

= To prevent disk failure from making both the database files and the recovery files
unavailable, place the recovery files in a file system on a different physical disk
from the database files.

Note: Alternatively use an ASM disk group with a normal or high
redundancy level for either or both file types.

= You must choose a shared file system on shared disks, for example, a GPFS cluster
file system.

= The file system that you choose should have at least 2 GB of free disk space.

The disk space requirement is the default disk quota configured for the flash
recovery area (specified by the DB_RECOVERY_FILE_DEST_SIZE initialization
parameter).

If you choose the Custom installation type or the Advanced database
configuration option, you can specify a different disk quota value. After you create
the database, you can also use Oracle Enterprise Manager Grid Control or
Database Control to specify a different value.

For more information about sizing the flash recovery area, refer to the Oracle
Backup and Recovery Basics manual.

«  The default path suggested by the Installer for the flash recovery area is a
subdirectory of the Oracle base directory. You can choose this path only if you are
using an Oracle base directory that is on a shared file system.

This default location is not recommended for production databases.
= Theoracl e user must have write permissions to create the files in the path that

you specify.

Creating Required Directories

Note: You must complete this procedure only if you want to place
the Oracle CRS, database, or recovery files on a separate file system
to the Oracle base directory.

To create directories for the Oracle CRS, database, or recovery files on separate file
systems to the Oracle base directory, follow these steps:

1. If necessary, configure the shared file systems that you want to use and mount
them on each node.
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Note: The mount point that you use for the file system must be
identical on each node. Make sure that the file systems are
configured to mount automatically when a node restarts.

Use the df - k command to determine the free disk space on each mounted file
system.

From the display, identify the file systems that you want to use:

File Type File System Requirements
CRS files Choose a file system with at least 120 MB of free disk space
Database files Choose either:

= Asingle file system with at least 1.2 GB of free disk space

= Two or more file systems with at least 1.2 GB of free disk space in
total

Recovery files Choose a file system with at least 2 GB of free disk space.

If you are using the same file system for more than one type of file, add the disk
space requirements for each type to determine the total disk space requirement.

Note the names of the mount point directories for the file systems that you
identified.

Enter commands similar to the following to create the recommended
subdirectories in each of the mount point directories and set the appropriate
owner, group, and permissions on them:

= CRSfile directory:

# nkdir /nount_point/oracrs
# chown oracl e:oinstall /nount_point/oracrs
# chnmod 775 /mount _poi nt/oracrs

= Database file directory:

# nkdir /nount_point/oradata
# chown oracle:oinstall /nount_point/oradata
# chnod 775 /mount _poi nt/ or adat a

= Recovery file directory (flash recovery area):

# nkdir /mount _point/flash_recovery_area
# chown oracle:oinstall /nount_point/flash_recovery_area
# chnmod 775 /mount _poi nt/fl ash_recovery_area

If you also want to use ASM or raw devices for storage, refer to one of the
following sections:

= Configure Disks for Automatic Storage Management on page 2-28

= Configure Raw Devices on page 2-34

Otherwise, refer to the "Verify the Cluster Software Configuration” section on
page 2-47.
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Configure Disks for Automatic Storage Management

This section describes how to configure disks for use with ASM. Before you configure
the disks, you must determine the number of disks and the amount of free disk space
that you require. The following sections describe how to identify the requirements and
configure the disks on each platform:

= Identifying Storage Requirements for ASM

= Using an Existing ASM Disk Group
= Configuring Disks for ASM

Note: Although this section refers to disks, you can also use
zero-padded files on a certified NAS storage device in an ASM disk
group. Refer to the Oracle Database Installation Guide for UNIX
Systems for information about creating and configuring NAS-based
files for use in an ASM disk group.

Identifying Storage Requirements for ASM

To identify the storage requirements for using ASM, you must determine how many
devices and the amount of free disk space that you require. To complete this task,
follow these steps:

1. Determine whether you want to use ASM for Oracle database files, recovery files,
or both.

Note: You do not have to use the same storage mechanism for
database files and recovery files. You can use the file system for one
file type and ASM for the other.

For RAC installations, if you choose to enable automated backups
and you do not have a shared file system available, you must
choose ASM for recovery file storage.

If you enable automated backups during the installation, you can choose ASM as
the storage mechanism for recovery files by specifying an ASM disk group for the
flash recovery area. Depending on how you choose to create a database during the
installation, you have the following options:

If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to use the same ASM disk group for database files
and recovery files, or you can choose to use different disk groups for each file

type.
The same choice is available to you if you use DBCA after the installation to
create a database.

If you select an installation method that runs DBCA in non-interactive mode,
you must use the same ASM disk group for database files and recovery files.

2. Choose the ASM redundancy level that you want to use for the ASM disk group.

The redundancy level that you choose for the ASM disk group determines how
ASM mirrors files in the disk group and determines the number of disks and
amount of disk space that you require, as follows:
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« External redundancy

An external redundancy disk group requires a minimum of one disk device.
The effective disk space in an external redundancy disk group is the sum of
the disk space in all of its devices.

Because ASM does not mirror data in an external redundancy disk group,
Oracle recommends that you use only RAID or similar devices that provide
their own data protection mechanisms as disk devices in this type of disk

group.
= Normal redundancy

In a normal redundancy disk group, ASM uses two-way mirroring by default,
to increase performance and reliability. A normal redundancy disk group
requires a minimum of two disk devices (or two failure groups). The effective
disk space in a normal redundancy disk group is half the sum of the disk space
in all of its devices.

For most installations, Oracle recommends that you use normal redundancy
disk groups.

= High redundancy

In a high redundancy disk group, ASM uses three-way mirroring to increase
performance and provide the highest level of reliability. A high redundancy
disk group requires a minimum of three disk devices (or three failure groups).
The effective disk space in a high redundancy disk group is one-third the sum
of the disk space in all of its devices.

While high redundancy disk groups do provide a high level of data protection,
you must consider the higher cost of additional storage devices before
deciding to use this redundancy level.

Determine the total amount of disk space that you require for the database files
and recovery files.

Use the following table to determine the minimum number of disks and the
minimum disk space requirements for the installation:

Redundancy Minimum Number Database Recovery

Level of Disks Files Files Both File Types
External 1 1.15GB 2.3 GB 3.45 GB

Normal 2 23 GB 4.6 GB 6.9 GB

High 3 3.45GB 6.9 GB 10.35 GB

For RAC installations, you must also add additional disk space for the ASM
metadata. You can use the following formula to calculate the additional disk space
requirements (in MB):

15 + (2 * number_of_disks) + (126 * number_of ASM_instances)

For example, for a four-node RAC installation, using three disks in a high
redundancy disk group, you require an additional 525 MB of disk space:

15+ (2*3) + (126 * 4) = 525

If an ASM instance is already running on the system, you can use an existing disk
group to meet these storage requirements. If necessary, you can add disks to an
existing disk group during the installation.
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4.

The following section describes how to identify existing disk groups and
determine the free disk space that they contain.

Optionally identify failure groups for the ASM disk group devices.

Note: You need to complete this step only if you intend to use an
installation method that runs DBCA in interactive mode, for
example, if you intend to choose the Custom installation type or the
Advanced database configuration option. Other installation types
do not enable you to specify failure groups.

If you intend to use a normal or high redundancy disk group, you can further
protect your database against hardware failure by associating a set of disk devices
in a custom failure group. By default, each device comprises its own failure group.
However, if two disk devices in a normal redundancy disk group are attached to
the same SCSI controller, the disk group becomes unavailable if the controller fails.
The controller in this example is a single point of failure.

To protect against failures of this type, you could use two SCSI controllers, each
with two disks, and define a failure group for the disks attached to each controller.
This configuration would enable the disk group to tolerate the failure of one SCSI
controller.

Note: If you define custom failure groups, you must specify a
minimum of two failure groups for normal redundancy disk
groups and three failure groups for high redundancy disk groups.

If you are sure that a suitable disk group does not exist on the system, install or
identify appropriate disk devices to add to a new disk group. Use the following
guidelines when identifying appropriate disk devices:

= All of the devices in an ASM disk group should be the same size and have the
same performance characteristics.

= Do not specify more than one partition on a single physical disk as a disk
group device. ASM expects each disk group device to be on a separate
physical disk.

= Although you can specify a logical volume as a device in an ASM disk group,
Oracle does not recommend their use. Logical volume managers can hide the
physical disk architecture, preventing ASM from optimizing I/O across the
physical devices.

For information about completing this task, refer to the "Configuring Disks for
ASM" section on page 2-31.

Using an Existing ASM Disk Group

If you want to store either database or recovery files in an existing ASM disk group,
you have the following choices, depending on the installation method that you select:

If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to create a new disk group or use an existing one.

The same choice is available to you if you use DBCA after the installation to create
a database.
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= If you select an installation method that runs DBCA in non-interactive mode, you
must choose an existing disk group for the new database; you cannot create a new
disk group. However, you can add disk devices to an existing disk group if it has
insufficient free space for your requirements.

Note: The ASM instance that manages the existing disk group can
be running in a different Oracle home directory.

To determine whether an existing ASM disk group exists, or to determine whether
there is sufficient disk space in a disk group, you can use Oracle Enterprise Manager
Grid Control or Database Control. Alternatively, you can use the following procedure:

1. View the contents of the or at ab file to determine whether an ASM instance is
configured on the system:

# nore /etc/oratab

If an ASM instance is configured on the system, the or at ab file should contain a
line similar to the following:

+ASM or acl e_hone_pat h: N

In this example, +ASMis the system identifier (SID) of the ASM instance and
or acl e_hone_pat h is the Oracle home directory where it is installed. By
convention, the SID for an ASM instance begins with a plus sign.

2. Set the ORACLE_SID and ORACLE_HOME environment variables to specify the
appropriate values for the ASM instance that you want to use.

3. Connect to the ASM instance as the SYS user with SYSDBA privilege and start the
instance if necessary:

# $ORACLE_HOWE bi n/ sql pl us "SYS/ SYS_password as SYSDBA'
SQL> STARTUP
4. Enter the following command to view the existing disk groups, their redundancy
level, and the amount of free disk space in each one:
SQL> SELECT NAME, TYPE, TOTAL_MB, FREE_MB FROM V$ASM DI SKGROUP:
5. From the output, identify a disk group with the appropriate redundancy level and

note the free space that it contains.

6. If necessary, install or identify the additional disk devices required to meet the
storage requirements listed in the previous section.

Note: If you are adding devices to an existing disk group, Oracle
recommends that you use devices that have the same size and
performance characteristics as the existing devices in that disk

group.

Configuring Disks for ASM
To configure disks for use with ASM on AIX, follow these steps:

1. If necessary, install the shared disks that you intend to use for the ASM disk group
and restart the system.
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2. To make sure that the disks are available, enter the following command on every
node:

# [usr/sbhin/lsdev -Cc disk

The output from this command is similar to the following:

hdi skO Available 1A-09-00-8,0 16 Bit LVD SCSI Disk Drive
hdi skl Available 1A-09-00-9,0 16 Bit LVD SCSI Disk Drive
hdi sk2 Available 17-08-L SSA Logical Disk Drive

3. If a diskis not listed as available on any node, enter the following command to
configure the new disks:
# [usr/sbin/cfgngr

4. Enter the following command on any node to identify the device names for the
physical disks that you want to use:
# lusr/sbin/lspv | grep -i none
This command displays information similar to the following for each disk that is
not configured in a volume group:
hdi sk2 0000078752249812  None
In this example, hdi sk2 is the device name of the disk and 0000078752249812

is the physical volume ID (PVID). The disks that you want to use might have a
PVID, but they must not belong to a volume group.

5. If a disk that you want to use for the disk group does not have a PVID, enter a
command similar to the following to assign one to it:

# [usr/sbin/chdev -1 hdiskn -a pv=yes

6. On each of the other nodes, enter a command similar to the following to identify
the device name associated with each PVID on that node:
# lusr/sbin/lspv | grep -i 0000078752249812
Depending on how each node is configured, the device names might differ
between nodes.

7. To enable simultaneous access to a disk device from multiple nodes, you must set
the appropriate Object Data Manager (ODM) attribute listed in the following table
to the value shown, depending on the disk type:

Disk Type Attribute Value
SSA or FAStT disks reserve_lock no
ESS, EMC, HDS, CLARiiON, or reserve_policy no_reserve

MPIO-capable disks

To determine whether the attribute has the correct value, enter a command similar
to the following on all cluster nodes for each disk device that you want to use:

# lusr/shin/lsattr -E -1 hdiskn

If the required attribute is not set to the correct value on any node, enter a
command similar to one of the following on that node:

« SSA and FAStT devices:
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8.

10.

# lusr/sbin/chdev -1 hdiskn -a reserve_l ock=no

= ESS, EMC, HDS, CLARIiiON, and MPIO-capable devices:
# [usr/sbin/chdev -1 hdiskn -a reserve_policy=no_reserve
Enter commands similar to the following on any node to clear the PVID from each
disk device that you want to use:
# lusr/sbin/chdev -1 hdiskn -a pv=cl ear
Enter commands similar to the following on every node to change the owner,

group, and permissions on the character raw device file for each disk that you
want to add to the disk group:

# chown oracl e: dba /dev/rhdi skn
# chnod 660 /dev/rhdi skn

Note: If you are using a multi-pathing disk driver with ASM,
make sure that you set the permissions only on the correct logical
device name for the disk.

The device name associated with a disk might be different on other
nodes. Make sure that you specify the correct device name on each
node.

If you also want to use raw devices for storage, refer to the "Configure Raw
Devices" section on page 2-34.

Otherwise, refer to the "Verify the Cluster Software Configuration” section on
page 2-47.
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Configure Raw Devices

Refer to the following section for information about configuring raw devices.

Note: If you are using ASM for database file storage, you need
only create raw devices for the Oracle CRS files. However, if a
cluster file system is available on your platform, Oracle
recommends that you use that file system to store the Oracle CRS
files instead of using raw devices for them.

Configuring Raw Disk Devices or Raw Logical Volumes

The following subsections describe how to configure raw disk devices or raw logical
volumes on AIX:

=  Configuring Raw Disk Devices for Oracle CRS or Database File Storage for
Installations Without HACMP or GPFS on page 2-34

Follow the procedures described in this section if you are installing RAC on a
cluster without HACMP or GPFS and you intend to use raw devices for CRS or
database file storage.

= Configuring Raw Logical Volumes for Oracle CRS or Database File Storage on
page 2-39

Follow the procedures described in this section only if you are using HACMP.

Configuring Raw Disk Devices for Oracle CRS or Database File Storage for
Installations Without HACMP or GPFS

If you are installing RAC on an AIX cluster without HACMP or GPFS, you must use
shared raw disk devices for the Cluster Ready Services (CRS) files. You can also use
shared raw disk devices for database file storage, however, Oracle recommends that
you use ASM to store database files in this situation. This section describes how to
configure the shared raw disk devices for Oracle CRS files (Oracle Cluster Registry
and CRS voting disk) and database files.

Table 2-1 lists the number and size of the raw disk devices that you must configure for
database files. Table 2-2 lists the number and size of the raw disk devices that you
must configure for CRS files.

Note: Because each file requires exclusive use of a complete disk
device, Oracle recommends that, if possible, you use disk devices

with sizes that closely match the size requirements of the files that
they will store. You cannot use the disks that you choose for these
files for any other purpose.

Table 2-1 Raw Disk Devices Required for Database Files on AIX

Number Size (MB) Purpose and Sample Alternative Device File Name
1 500 SYSTEM tablespace:

dbnane_syst em raw_500m
1 300 + (Number of ~ SYSAUX tablespace:

. *
instances * 250) dbnane_sysaux_r aw_800m
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Table 2-1 (Cont.) Raw Disk Devices Required for Database Files on AIX

Number Size (MB) Purpose and Sample Alternative Device File Name
Number of 500 UNDOTBSn tablespace (One tablespace for each instance,
instances where 7 is the number of the instance):

dbnane_undot bsn_raw 500m
1 250 TEMP tablespace:

dbname_t enp_r aw_250m
1 160 EXAMPLE tablespace:

dbname_exanpl e_raw_160m
1 120 USERS tablespace:

dbnane_users_raw 120m

2*number 120
of instances

Two online redo log files for each instance (where # is the
number of the instance and m is the log number, 1 or 2):

dbnane_redon_m raw 120m

2 110 First and second control files:
dbnanme_control {1| 2} _raw_110m

1 5 Server parameter file (SPFILE):
dbname_spfile_raw 5m

1 5 Password file:

dbname_pwdfile_raw 5m

Table 2-2 Raw Disk Devices Required for CRS Files on AIX

Number Size (MB)

Purpose and Sample Alternative Device File Name

1 100

Oracle Cluster Registry:
ora_ocr_raw _100m

Note: You need to create this raw device only once on the
cluster. If you create more than one database on the cluster,
they all share the same Oracle Cluster Registry (OCR).

Oracle CRS voting disk:
ora_vote_raw 20m

Note: You need to create this raw device only once on the
cluster. If you create more than one database on the cluster,
they all share the same Oracle CRS voting disk.

To configure shared raw disk devices for CRS files, database files, or both, follow these

steps:

1. If you intend to use raw disk devices for database file storage, choose a name for
the database that you want to create.

The name that you choose must start with a letter and have no more than four
characters, for example, or cl .

2. Identify or configure the required disk devices.

The disk devices must be shared on all of the cluster nodes.

3. Asther oot user, enter the following command on any node to identify the device
names for the disk devices that you want to use:
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# lusr/sbin/lspv | grep -i none

This command displays information similar to the following for each disk device
that is not configured in a volume group:

hdi sk17 0009005f b9c23648 None

In this example, hdi sk17 is the device name of the disk and 0009005f b9c23648
is the physical volume ID (PVID).

4. If a disk device that you want to use does not have a PVID, enter a command
similar to the following to assign one to it:

# [usr/sbin/chdev -1 hdiskn -a pv=yes

5. On each of the other nodes, enter a command similar to the following to identify
the device name associated with each PVID on that node:

# lusr/sbin/lspv | grep -i "0009005fb9c23648"

The output from this command should be similar to the following:

hdi sk18 0009005f b9c23648 None

In this example, the device name associated with the disk device (hdi sk18) is
different on this node.

6. If the device names are the same on all nodes, enter commands similar to the
following on all nodes to change the owner, group, and permissions on the
character raw device files for the disk devices:

« OCR device:

# chown root:oinstall /dev/rhdiskn
# chnod 640 /dev/rhdi skn

«  Other devices:

# chown oracl e: dba /dev/rhdi skn
# chnod 660 /dev/rhdi skn

7. If the device name associated with the PVID for a disk that you want to use is
different on any node, you must create a new device file for the disk on each of the
nodes using a common unused name.

For the new device files, choose an alternative device file name that identifies the
purpose of the disk device. The previous table suggests alternative device file
names for each file. For database files, replace dbnane in the alternative device file
name with the name that you chose for the database in step 1.

Note: Alternatively, you could choose a name that contains a number
that will never be used on any of the nodes, for example hdi sk99.

To create a new common device file for a disk device on all nodes, follow these
steps on each node:

a. Enter the following command to determine the device major and minor
numbers that identify the disk device, where n is the disk number for the disk
device on this node:

# 1s -al F /dev/*hdi skn
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The output from this command is similar to the following:

brw------ 1 root system 24,8192 Dec 05 2001 /dev/ hdiskn
CrW------ 1 root system 24,8192 Dec 05 2001 /dev/rhdiskn

In this example, the device file / dev/ r hdi skn represents the character raw
device, 24 is the device major number, and 8192 is the device minor number.

b. Enter a command similar to the following to create the new device file,
specifying the new device file name and the device major and minor numbers
that you identified in the previous step:

Note: In the following example, you must specify the character ¢ to
create a character raw device file.

# nmknod /dev/ora_ocr_raw 100mc 24 8192

c. Enter commands similar to the following to change the owner, group, and
permissions on the character raw device file for the disk:
- OCR:

# chown root:oinstall /dev/ora_ocr_raw 100m
# chnod 640 /dev/ora_ocr_raw_100m

- (RS voting disk or database files:

# chown oracl e: dba /dev/ora_vote_raw 20m
# chrmod 660 /dev/ora_vote raw 20m

d. Enter a command similar to the following to verify that you have created the
new device file successfully:

#1s -alF /dev | grep "24,8192"

The output should be similar to the following;:

brw------ 1 root system 24,8192 Dec 05 2001 /dev/hdiskn
CrWr----- 1 root oinstall 24,8192 Dec 05 2001 /dev/ora_ocr_raw 100m
CrW------ 1 root system 24,8192 Dec 05 2001 /dev/rhdiskn

To enable simultaneous access to a disk device from multiple nodes, you must set
the appropriate Object Data Manager (ODM) attribute listed in the following table
to the value shown, depending on the disk type:

Disk Type Attribute Value

SSA or FAStT disks reserve_lock no

ESS, EMC, HDS, CLARiiON, or MPIO-capable reserve_policy no_reserve
disks

To determine whether the attribute has the correct value, enter a command similar
to the following on all cluster nodes for each disk device that you want to use:

# lusr/shin/lsattr -E -1 hdiskn

If the required attribute is not set to the correct value on any node, enter a
command similar to one of the following on that node:

Pre-Installation Tasks for RAC on AIX 2-37



Configure Raw Devices

9.

SSA and FAStT devices

# lusr/sbin/chdev -1 hdiskn -a reserve_l ock=no

ESS, EMC, HDS, CLARIiiON, and MPIO-capable devices

# [usr/sbin/chdev -1 hdiskn -a reserve_policy=no_reserve

Enter commands similar to the following on any node to clear the PVID from each
disk device that you want to use:

# lusr/sbin/chdev -1 hdiskn -a pv=clear

10. If you are using raw disk devices for database files, follow these steps to create the

DBCA raw device mapping file:

Note: You must complete this procedure only if you are using raw
devices for database files. The DBCA raw device mapping file
enables the DBCA to identify the appropriate raw disk device for
each database file. You do not specify the raw devices for the Oracle
CRS files in the DBCA raw device mapping file.

Set the ORACLE_BASE environment variable to specify the Oracle base
directory that you identified or created previously:

— Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/ u01/ app/ oracl e ; export ORACLE BASE

— Cshell:
% set env. ORACLE_BASE / u01/ app/ oracl e

Create a database file subdirectory under the Oracle base directory and set the
appropriate owner, group, and permissions on it:

# nkdir -p $ORACLE_BASE/ or adat a/ dbnane
# chown -R oracle:oinstal |l $ORACLE_BASE/ or adat a
# chmod -R 775 $ORACLE_BASE/ or adat a

In this example, dbnane is the name of the database that you chose
previously.
Change directory to the $ORACLE_BASE/ or adat a/ dbnane directory.

Using any text editor, create a text file similar to the following that identifies
the disk device file name associated with each database file.

Oracle recommends that you use a file name similar to dbnane_r aw. conf
for this file.

Note: The following example shows a sample mapping file for a
two-instance RAC cluster. Some of the devices use alternative disk
device file names. Make sure that the device file name that you
specify identifies the same disk device on all nodes.

syst en¥/ dev/rhdi sk1l
sysaux=/ dev/ rhdi sk12
exanpl e=/ dev/ r hdi sk13

2-38 Oracle Real Application Clusters Installation and Configuration Guide



Configure Raw Devices

users=/ dev/rhdi sk14

t enp=/ dev/ r hdi sk15

undot bs1=/ dev/ r hdi sk16

undot bs2=/ dev/ r hdi sk17
redol_1=/dev/rhdi sk18
redol_2=/dev/rhdi sk19
redo2_1=/ dev/ r hdi sk20
redo2_2=/ dev/ rhdi sk22
control 1=/ dev/ rhdi sk23
control 2=/ dev/ r hdi sk24

spfil e=/ dev/ dbname_spfile_raw 5m
pwdfi | e=/ dev/ dbname_pwdfile_raw 5m

In this example, dbnane is the name of the database.

Use the following guidelines when creating or editing this file:

Each line in the file must have the following format:

dat abase_obj ect _i dentifier=device_file_nane

The alternative device file names suggested in the previous table include
the database object identifier that you must use in this mapping file. For
example, in the following alternative disk device name, r edo1_1 is the
database object identifier:

/dev/irac_redol 1 raw 120m
For a RAC database, the file must specify one automatic undo tablespace

datafile (undot bsn) and two redo log files (r edon_1, r edon_2) for each
instance.

Specify at least two control files (cont r ol 1, contr ol 2).

To use manual instead of automatic undo management, specify a single
RBS tablespace datafile (r bs) instead of the automatic undo management
tablespace datafiles.

Save the file and note the file name that you specified.

When you are configuring the or acl e user’s environment later in this
chapter, set the DBCA_RAW_CONFIG environment variable to specify the full
path to this file.

11. When you are installing Oracle Cluster Ready Services, you must enter the paths

12.

to the appropriate device files when prompted for the path of the OCR and CRS
voting disk, for example:

/ dev/ rhdi sk10

To continue the installation, refer to the "Verify the Cluster Software
Configuration"section on page 2-47

Configuring Raw Logical Volumes for Oracle CRS or Database File Storage

Note: To use raw logical volumes for Oracle CRS and database file
storage, HACMP must be installed and configured on all cluster
nodes.

Pre-Installation Tasks for RAC on AIX 2-39



Configure Raw Devices

This section describes how to configure raw logical volumes for Oracle CRS and
database file storage. The procedures in this section describe how to create a new
volume group that contains the logical volumes required for both types of files.

Before you continue, review the following guidelines which contain important
information about using volume groups with this release of Oracle Real Application
Clusters:

= You must use concurrent-capable volume groups for Oracle CRS and database
files.

= If you specify raw logical volumes for the Oracle Cluster Registry and Oracle CRS
voting disk during the Oracle CRS installation, the installation process configures
the Oracle CRS startup scripts to activate the volume group that contains these
logical volumes when Oracle CRS starts.

Note: For this reason, you must not configure the volume group
that contains the Oracle CRS files in a HACMP concurrent resource

group.

= The Oracle CRS files require less than 200 MB of disk space. To make efficient use
of the disk space in a volume group, Oracle recommends that you use the same
volume group for the logical volumes for both the CRS files and the database files.

= If you are upgrading an existing Oracle9i release 2 RAC installation that uses raw
logical volumes, you can use the existing SRVM configuration repository logical
volume for the OCR and create a new logical volume in the same volume group
for the Oracle CRS voting disk. However, you must remove this volume group
from the HACMP concurrent resource group that activates it before you install
Oracle CRS.

See Also: For information about removing a volume group from
a concurrent resource group, refer to the HACMP documentation.

Note: If you are upgrading a database, you must also create a new
logical volume for the SYSAUX tablespace. Refer to the "Create
Raw Logical Volumes in the New Volume Group" section on

page 2-42 for more information about the requirements for the
Oracle CRS voting disk and SYSAUX logical volumes.

= You must use a HACMP concurrent resource group to activate new or existing
volume groups that contain only database files (not Oracle CRS files).

See Also: For information about adding a volume group to a new
or existing concurrent resource group, refer to the HACMP
documentation.

= All volume groups that you intend to use for Oracle CRS or database files must be
activated in concurrent mode before you start the installation.

= The procedures in this section describe how to create basic volumes groups and
volumes. If you want to configure more complex volumes, using mirroring for
example, use this section in conjunction with the HACMP documentation.
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Create a Volume Group
To create a volume group for the Oracle database files and the Oracle CRS files, follow

these steps:
1. If necessary, install the shared disks that you intend to use.
2. To make sure that the disks are available, enter the following command on every
node:
# [usr/shin/lsdev -Cc disk
The output from this command is similar to the following:
hdi skO Avail able 1A-09-00-8,0 16 Bit LVD SCSI Disk Drive
hdi sk1 Available 1A-09-00-9,0 16 Bit LVD SCSI Disk Drive
hdi sk2 Available 17-08-L SSA Logical Disk Drive
3. If adiskis not listed as available on any node, enter the following command to
configure the new disks:
# [usr/sbin/cfgnor
4. Enter the following command on any node to identify the device names and any
associated volume group for each disk:
# [usr/sbin/lspv
The output from this command is similar to the following:
hdi skO 0000078752249812  rootvg
hdi sk1 none none
hdi sk4 00034b6f d4acld71  ccvgl
For each disk, this command shows:
= The disk device name
= Either the 16 character physical volume identifier (PVID) if the disk has one,
or none
= Either the volume group to which the disk belongs, or none
The disks that you want to use might have a PVID, but they must not belong to
existing volume groups.
5. If a disk that you want to use for the volume group does not have a PVID, enter a
command similar to the following to assign one to it:
# [usr/sbin/chdev -1 hdiskn -a pv=yes
6. To identify used device major numbers, enter the following command on each
node of the cluster:
#1s -la/dev | nore
This command displays information about all configured devices, similar to the
following:
crwrw--- 1 root system 45, 0 Jul 19 11:56 vgl
In this example, 45 is the major number of the vg1 volume group device.
7. Identify an appropriate major number that is unused on all nodes in the cluster.
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8. To create a volume group, enter a command similar to the following, or use SMIT
(smt nkvg):

# lusr/sbin/nkvg -y VGrame -B -s PPsize -V nmgjornum-n \
- C Physi cal Vol unes

The following table describes the options and variables used in this example. Refer
to the nkvg man page for more information about these options.

Command Option  SMIT Field Sample Value and Description
-y VGhane VOLUME GROUP oracle_vgl
name

Specify the name for the volume group.
The name that you specify could be a
generic name, as shown, or for a database
volume group, it could specify the name
of the database that you intend to create.

-B Create a big VG format Specify this option to create a big VG
Volume Group format volume group.
Note: If you are using SMIT, choose yes
for this field.
-s PPsize Physical partition SIZE 32

in megabytes

Specify the size of the physical partitions
for the database. The sample value shown
enables you to include a disk up to 32 GB

in size (32 MB * 1016).
-V Maj or num Volume Group 46
MAJOR NUMBER
Specify the device major number for the
volume group that you identified in Step
-n Activate volume group Specify this option to prevent the volume
AUTOMATICALLY at group from being activated at system
system restart restart.
Note: If you are using SMIT, choose no
for this field.
-C Create VG Concurrent Specify this option to create a concurrent
Capable capable volume group.
Note: If you are using SMIT, choose yes
for this field.
Physi cal Vol unes PHYSICAL VOLUME hdi sk3 hdi sk4
names

Specify the device names of the disks that
you want to add to the volume group.

9. Enter a command similar to the following to vary on the volume group that you
created:

# lusr/sbin/varyonvg VGiane
Create Raw Logical Volumes in the New Volume Group

To create the required raw logical volumes in the new volume group, follow these
steps:
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Choose a name for the database that you want to create.

The name that you choose must start with a letter and have no more than four
characters, for example, or cl .

Identify the logical volumes that you must create.

Table 2-3 lists the number and size of the logical volumes that you must create for
database files. Table 2—4 lists the number and size of the logical volumes that you
must create for CRS files.

Table 2-3 Raw Logical Volumes Required for Database Files on AIX

Number  Size (MB)

Purpose and Sample Logical Volume Name

1 500 SYSTEM tablespace:
dbname_syst em raw_500m
1 300 + SYSAUX tablespace:
ﬁ;‘gﬁ: ff dbname_sysaux_r aw_800m
250)
Number 500 UNDOTBSH tablespace (One tablespace for each instance, where n
of is the number of the instance):
instances dbname_undot bsn_r aw_500m
1 250 TEMP tablespace:
dbname_t enp_r aw_250m
1 160 EXAMPLE tablespace:
dbname_exanpl e_raw _160m
1 120 USERS tablespace:
dbname_users_raw_120m
2% 120 Two online redo log files for each instance (where 7 is the number
number of of the instance and m is the log number, 1 or 2):
instances dbname_r edon_m raw _120m
2 110 First and second control files:
dbnanme_control {1| 2} _raw 110m
1 5 Server parameter file (SPFILE):
dbname_spfile_raw 5m
1 5 Password file:
dbname_pwdfile_raw 5m
Table 2-4 Raw Logical Volumes Required for CRS Files on AlX

Number  Size (MB)

Purpose and Sample Logical Volume Name

1

100

Oracle Cluster Registry:
ora_ocr_raw_100m

Note: You need to create this raw logical volume only once on the
cluster. If you create more than one database on the cluster, they all
share the same Oracle Cluster Registry (OCR).

If you are upgrading from Oracle9i Release 2, you can continue to
use the raw device that you used for the SRVM configuration
repository instead of creating this new logical volume.
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Table 2-4 (Cont.) Raw Logical Volumes Required for CRS Files on AIX

Number  Size (MB) Purpose and Sample Logical Volume Name

1 20 Oracle CRS voting disk:
ora_vote_raw 20m

Note: You need to create this raw logical volume only once on the
cluster. If you create more than one database on the cluster, they all
share the same Oracle CRS voting disk.

3. To create each required logical volume, enter a command similar to the following
(orusesmt nklv):

# lusr/sbin/nklv -y LVname -T O-wn -s n -r n V&ane NunPPs

In this example:
= LVnane is the name of the logical volume that you want to create

= The-T Ooption specifies that the device subtype should be z, which causes
Oracle to use a zero offset when accessing this raw logical volume

= VGnane is the name of the volume group where you want to create the logical
volume

= NunPPs is the number of physical partitions to use

To determine the value to use for NunPPs, divide the required size of the
logical volume by the size of the physical partition and round the value up to
an integer. For example, if the size of the physical partition is 32 MB and you
want to create a 500 MB logical volume, you should specify 16 for the NuPPs
(500/32 = 15.625).

The following example shows the command used to create a logical volume for
the SYSAUX tablespace of the t est database in the or acl e_vg1l volume group
with a physical partition size of 32 MB (800/32 = 25):

# lusr/sbhin/nklv -y test_sysaux_raw 800m-T O-wn -s n -r n oracle_vgl 25

4. Change the owner, group, and permissions on the character device files associated
with the logical volumes that you created, as follows:

Note: The device file associated with the Oracle Cluster Registry
must be owned by r oot . All other device files must be owned by
the Oracle software owner user (or acl e).

« Oracle Database files:
# chown oracl e: dba /dev/ rdbname*
# chrmod 660 /dev/ rdbnane*

« Oracle CRS files:

# chown oracl e:dba /dev/rora_vote_raw_20m

# chnod 660 /dev/rora_vote_raw 20m

# chown root:oinstall /dev/rora_ocr_raw 100m
# chrmod 640 /dev/rora_ocr_raw 100m
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Import the Volume Group on the Other Cluster Nodes

To make the volume group available to all nodes in the cluster, you must import it on
each node, as follows:

1.

4.

Because the physical volume names might be different on the other nodes, enter
the following command to determine the PVID of the physical volumes used by
the volume group:

# lusr/sbin/lspv

Note the PVIDs of the physical devices used by the volume group.

To vary off the volume group that you want to use, enter a command similar to the
following on the node where you created it:

# [usr/sbin/varyoffvg VGame

On each cluster node, complete the following steps:

a.

Enter the following command to determine the physical volume names
associated with the PVIDs you noted previously:

# lusr/sbin/lspv

On each node of the cluster, enter commands similar to the following to
import the volume group definitions:

# lusr/sbin/inmportvg -y VGrane -V Mj or Nunber Physi cal Vol une

In this example, Maj or Nunber is the device major number for the volume

group and Physi cal Vol une is the name of one of the physical volumes in
the volume group.

For example, to import the definition of the or acl e_vg1l volume group with
device major number 45 on the hdi sk3 and hdi sk4 physical volumes, enter
the following command:

# lusr/sbin/inmportvg -y oracle_vgl -V 45 hdi sk3
Change the owner, group, and permissions on the character device files
associated with the logical volumes you created, as follows:
- Oracle Database files:
# chown oracl e: dba /dev/rdbname*
# chnod 660 /dev/ rdbname*
- Oracle CRS files:

# chown oracl e: dba /dev/rora_vote_raw_20m

# chnod 660 /dev/rora_vote_raw 20m

# chown root:oinstall /dev/rora_ocr_raw 100m
# chrmod 640 /dev/rora_ocr_raw 100m

Enter the following command to ensure that the volume group will not be
activated by the operating system when the node boots:

# [usr/sbin/chvg -a n VGane

Activate the Volume Group in Concurrent Mode on All Cluster Nodes

To activate the volume group in concurrent mode on all cluster nodes, enter the
following command on each node:
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# [usr/sbin/varyonvg -c VGhane

Note: After you install Oracle CRS, the CRS startup scripts use
this command to activate the volume group automatically when the
node boots.

Create the DBCA Raw Device Mapping File

Note: You must complete this procedure only if you are using raw
devices for database files. You do not specify the raw devices for
the Oracle CRS files in the DBCA raw device mapping file.

To enable Database Configuration Assistant (DBCA) to identify the appropriate raw
device for each database file, you must create a raw device mapping file, as follows:

1. Set the ORACLE_BASE environment variable to specify the Oracle base directory
that you identified or created previously:

« Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/ u01/ app/oracle ; export ORACLE BASE

= Cshell:
% set env ORACLE_BASE / u01/ app/ oracl e

2. Create a database file subdirectory under the Oracle base directory and set the

appropriate owner, group, and permissions on it:

# nkdir -p $ORACLE BASE or adat a/ dbnane

# chown -R oracle:oinstal | $ORACLE_BASE oradat a

# chmod -R 775 $ORACLE_BASE/ or adat a

In this example, dbnane is the name of the database that you chose previously.
3. Change directory to the $ORACLE_BASE/ or adat a/ dbnamne directory.

4. Enter the following command to create a text file that you can use to create the raw
device mapping file:

# find /dev -user oracle -nane 'r*’ -print > dbname_raw. conf

5. Edit the dbname_r aw. conf file in any text editor to create a file similar to the
following:

Note: The following example shows a sample mapping file for a
two-instance RAC cluster.

syst en¥/ dev/ r dbname_syst em raw_500m
sysaux=/ dev/ r dbname_sysaux_r aw_800m
exanpl e=/ dev/ r dbname_exanpl e_raw_160m
user s=/ dev/ rdbnanme_users_raw_120m

t enp=/ dev/ r dbnane_t enp_raw_250m

undot bs1=/dev/ r dbname_undot bs1 raw 500m
undot bs2=/ dev/ r dbname_undot bs2_raw 500m
redol_1=/dev/rdbnane_redol 1 raw 120m
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redol_2=/ dev/rdbnanme_redol_2 raw 120m
redo2_1=/dev/rdbnane_redo2 1 raw 120m
redo2_2=/ dev/ rdbnane_redo2_2 raw_120m
control 1=/ dev/ rdbname_control 1_raw 110m
control 2=/ dev/ rdbnane_cont rol 2_raw_110m
spfil e=/dev/rdbname_spfile_raw 5m
pwdfi | e=/ dev/rdbname_pwdfil e_raw 5m
In this example, dbnane is the name of the database.
Use the following guidelines when creating or editing this file:
= Each line in the file must have the following format:
dat abase_obj ect _i denti fier=l ogi cal _vol une
The logical volume names suggested in this manual include the database

object identifier that you must use in this mapping file. For example, in the
following logical volume name, r edol_1 is the database object identifier:

/dev/rac_redol_1_raw 120m
= For a RAC database, the file must specify one automatic undo tablespace

datafile (undot bsn) and two redo log files (r edon_1, r edon_2) for each
instance.

= Specify at least two control files (cont r ol 1, control 2).

» To use manual instead of automatic undo management, specify a single RBS
tablespace datafile (r bs) instead of the automatic undo management
tablespace datafiles.

6. Save the file and note the file name that you specified.

7. When you are configuring the or acl e user’s environment later in this chapter, set
the DBCA_RAW_CONFIG environment variable to specify the full path to this
file.

Verify the Cluster Software Configuration

The following sections describe how to verify that the cluster software is configured
correctly:

= Verify that the HACMP Cluster Software is Configured Correctly

= Synchronize the System Time on Cluster Nodes

Verify that the HACMP Cluster Software is Configured Correctly

Note: HACMP is not required. However, if it is installed, Oracle CRS
can integrate with it.

To verify that the HACMP cluster software is configured correctly, follow these steps:
1. If you are using HACMP, verify that it is configured to start at runlevel 2.

2. If you are using GPFS, verify that it is configured to start at runlevel 2. If you are
also using HACMP, make sure that GPFS starts after HACMP.

3. To enable the Oracle software owner to use Group Services, make sure that the
or acl e user is a member of the hagsuser group:
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Note: In this procedure, or acl e is the user name of the user that
installs the Oracle software. If you use different users to install CRS
and RAC, both users must belong to the hagsuser group.

a. Create a group named hagsuser if it does not exist.
b. Add the or acl e user to the hagsuser group.

c. Stop and restart the gr oupsvcs daemon (if it was running before you created
the hagsuser group).

To verify that the HACMP cluster software is configured correctly and is running,
enter the following command:

# lssrc -1s grpsvces

From the output, verify that the number of providers listed for the group
CLSTRMGER cl ust eri d is equal to the number of nodes.

Synchronize the System Time on Cluster Nodes

To ensure that RAC operates efficiently, you must synchronize the system time on all
cluster nodes. Oracle recommends that you use xnt pd for this purpose. xnt pd is a
complete implementation of the Network Time Protocol (NTP) version 3 standard and
is more accurate than t i med.

To configure xnt pd, follow these steps on each cluster node:

1.

Enter the following command to create required files, if necessary:

# touch /etc/ntp.drift /etc/ntp.trace /etc/ntp.conf

Using any text editor, edit the / et ¢/ nt p. confi g file:

# vi [etc/ntp.conf

Add entries similar to the following to the file:

# Sanpl e NTP Configuration file

# Specify the I P Addresses of three clock server systens.

server ip_addressl

server ip_address2

server ip_address3

# Most of the routers are broadcasting NTP time information. If your
# router is broadcasting, then the following Iine enables xntpd

# to listen for broadcasts.

broadcastcl i ent

# Wite clock drift parameters to a file. This enables the system
# clock to quickly sychronize to the true time on restart.

driftfile /etc/ntp.drift
tracefile /etc/ntp.trace

To start xnt pd, follow these steps:

a. Enter the following command:
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# lusr/bin/snitty xntpd

b. Choose Start Using the xntpd Subsystem, then choose BOTH.

Stop Existing Oracle Processes

Caution: If you are installing additional Oracle Database 10g
products in an existing Oracle home, stop all processes running in
the Oracle home. You must complete this task to enable the Installer
to relink certain executables and libraries.

If you choose to create a database during the installation, most installation types
configure and start a default Oracle Net listener using TCP/IP port 1521 and the IPC
key value EXTPROC. However, if an existing Oracle Net listener process is using the
same port or key value, the Installer can only configure the new listener; it cannot start
it. To ensure that the new listener process starts during the installation, you must shut
down any existing listeners before starting the Installer.

To determine whether an existing listener process is running and to shut it down if
necessary, follow these steps:

1.

Switch user to or acl e:
# su - oracle
Enter the following command to determine whether a listener process is running
and to identify its name and the Oracle home directory in which it is installed:
$ ps -ef | grep tnslsnr
This command displays information about the Oracle Net listeners running on the
system:
. oracle_honel/bin/tnslsnr LI STENER -inherit

In this example, or acl e_home1 is the Oracle home directory where the listener is
installed and L1 STENERs the listener name.

Note: If no Oracle Net listeners are running, refer to the
"Configure the oracle User’s Environment" section on page 2-50 to
continue.

Set the ORACLE_HOME environment variable to specify the appropriate Oracle
home directory for the listener:

« Bourne, Bash, or Korn shell:

$ ORACLE_HOMVE=or acl e_homel
$ export ORACLE_HOME

« Cor tcsh shell:
% set env ORACLE_HOME or acl e_honel

Enter the following command to identify the TCP/IP port number and IPC key
value that the listener is using:
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$ $ORACLE_HOMVE/ bin/lsnrctl status |istenername

Note: If the listener uses the default name LISTENER, you do not
have to specify the listener name in this command.

Enter a command similar to the following to stop the listener process:

$ $ORACLE_HOVE/ bin/lsnrctl stop |istenername

Repeat this procedure to stop all listeners running on this system and on all other
cluster nodes.

Configure the oracle User’s Environment

You run the Installer from the or acl e account. However, before you start the Installer
you must configure the environment of the or acl e user. To configure the
environment, you must:

Set the default file mode creation mask (umask) to 022 in the shell startup file.
Set the DISPLAY and ORACLE_BASE environment variables.

To set the or acl e user’s environment, follow these steps:

1.
2.

Start a new terminal session, for example, an X terminal (xt er m).

Enter the following command to ensure that X Window applications can display
on this system:

$ xhost +

If you are not already logged in to the system where you want to install the
software, log in to that system as the or acl e user.

If you are not logged in as the or acl e user, switch user to or acl e:

$ su - oracle

To determine the default shell for the or acl e user, enter the following command:

$ echo $SHELL

Open the or acl e user’s shell startup file in any text editor:
«  Bourne shell (sh), Bash shell (bash), or Korn shell (ksh):
$ vi .profile

» Cshell (cshortcsh):

%vi .login
Enter or edit the following line, specifying a value of 022 for the default file mode
creation mask:
umask 022
If the ORACLE_SID, ORACLE_HOME, or ORACLE_BASE environment variables
are set in the file, remove the appropriate lines from the file.

Add one of the following lines to the file to set the AIXTHREAD_SCOPE
environment variable to S (system-wide thread scope):

2-50 Oracle Real Application Clusters Installation and Configuration Guide



Configure the oracle User’s Environment

Bourne shell (sh), Bash shell (bash), or Korn shell (ksh):
Al XTHREAD_SCOPE=S; export Al XTHREAD SCOPE

C shell (csh ort csh):
setenv Al XTHREAD _SCOPE S

Note: You must set this environment variable in the or acl e user’s
shell startup file on all cluster nodes. For more information about this
environment variable, refer to the Oracle Database Administrator’s
Reference for UNIX Systems.

10. Save the file and exit from the editor.

11. To run the shell startup script, enter one of the following commands:

Bourne, Bash, or Korn shell:

$. ./.profile

C shell:

% source ./.login

12. If you are not installing the software on the local system, enter a command similar
to the following to direct X applications to display on the local system:

13.

Bourne, Bash, or Korn shell:

$ DI SPLAY=l ocal _host: 0.0 ; export DI SPLAY

C shell:
% setenv DI SPLAY | ocal host: 0.0

In this example, | ocal _host is the host name or IP address of the system that
you want to use to display the Installer (your workstation or PC).

If you determined that the / t np directory has less than 400 MB of free disk space,
identify a file system with at least 400 MB of free space and set the TEMP and
TMPDIR environment variables to specify a temporary directory on this file
system:

a.

Use the df -k command to identify a suitable file system with sufficient free
space.

If necessary, enter commands similar to the following to create a temporary
directory on the file system that you identified, and set the appropriate
permissions on the directory:

$ su - root

# nkdir /nount_point/tnp

# chnod a+w /mount _point/tnp
# exit

Enter commands similar to the following to set the TEMP and TMPDIR
environment variables:

*  Bourne, Bash, or Korn shell:

$ TEMP=/ nount _poi nt/t np

Pre-Installation Tasks for RAC on AIX 2-51



Configure the oracle User's Environment

$ TMPDI R=/ mount _poi nt/tnp
$ export TEMP TMPDIR
*  Cshell:

% setenv TEMP /nount _point/tnp
% setenv TMPDI R / mount _poi nt/tnp

14. Enter commands similar to the following to set the ORACLE_BASE environment
variable:
« Bourne, Bash, or Korn shell:
$ ORACLE_BASE=/ u01/ app/ oracl e
$ export ORACLE BASE
« Cshell:
% set env ORACLE_BASE / u01/ app/ oracl e
In these examples, / u01/ app/ or acl e is the Oracle base directory that you
created or identified earlier.

15. If you are using raw devices for database file storage, set the DBCA_RAW_
CONFIG environment variable to specify the full path to the raw device mapping
file:

« Bourne, Bash, or Korn shell:

$ DBCA_RAW CONFI G=$ORACLE_BASE/ or adat a/ dbnanme/ dbnane_r aw. conf
$ export DBCA_RAW CONFI G

« Cshell:
% set env DBCA_RAW CONFI G=$ORACLE_BASE/ or adat a/ dbnane/ dbnane_r aw. conf
16. Enter the following command to ensure that the ORACLE_HOME and TNS_
ADMIN environment variables are not set:
« Bourne, Bash, or Korn shell:
$ unset ORACLE HOME
$ unset TNS_ADM N
« Cshell:

% unset env ORACLE_HOVE
% unsetenv TNS_ADM N

Note: If the ORACLE_HOME environment variable is set, the
Installer uses the value that it specifies as the default path for the
Oracle home directory. However, if you set the ORACLE_BASE
environment variable, Oracle recommends that you unset the
ORACLE_HOME environment variable and choose the default
path suggested by the Installer.

17. To verify that the environment has been set correctly, enter the following
commands:

$ umask
$ env | nore

2-52 Oracle Real Application Clusters Installation and Configuration Guide



Configure the oracle User’s Environment

Verify that the umask command displays a value of 22, 022, or 0022 and that the
environment variables you set in this section have the correct values.
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Pre-Installation Tasks for RAC on HP-UX

This chapter describes the tasks that you must complete before you start the Oracle
Universal Installer (OUI). It includes information about the following tasks:

Log In to the System as root

Check the Hardware Requirements

Check the Network Requirements

Check the Software Requirements

Create Required UNIX Groups and User

Configure Kernel Parameters and Shell Limits
Identify Required Software Directories

Identify or Create an Oracle Base Directory

Create the CRS Home Directory

Choose a Storage Option for Oracle CRS, Database, and Recovery Files
Configure Disks for Automatic Storage Management
Configure Raw Devices

Verify the Cluster Software Configuration

Stop Existing Oracle Processes

Configure the oracle User’s Environment

Log In to the System as root

Before you install the Oracle software, you must complete several tasks as the r oot
user. To log in as the r oot user, complete one of the following procedures:

Note: Unless you intend to complete a silent-mode installation,
you must install the software from an X Window System
workstation, an X terminal, or a PC or other system with X server
software installed.

For more information about silent-mode installations, refer to
Appendix B.

If you are installing the software from an X Window System workstation or X
terminal:

Pre-Installation Tasks for RAC on HP-UX 3-1



Check the Hardware Requirements

1. Start a local terminal session, for example, an X terminal (xt er mj.

2. If you are not installing the software on the local system, enter the following
command to enable remote hosts to display X applications on the local X
server:

$ xhost +
3. If you are not installing the software on the local system, use the ssh, r | ogi n,

ort el net commands to connect to the system where you want to install the
software:

$ telnet remote_host

4. If you are not logged in as the r oot user, enter the following command to
switch user to r oot :

$ su - root
passwor d:
#

If you are installing the software from a PC or other system with X server software
installed:

Note: If necessary, refer to your X server documentation for more
information about completing this procedure. Depending on the X
server software that you are using, you may need to complete the
tasks in a different order.

1. Start the X server software.

2. Configure the security settings of the X server software to permit remote hosts
to display X applications on the local system.

3. Connect to the remote system where you want to install the software and start
a terminal session on that system, for example, an X terminal (xt er m).

4. If you are not logged in as the r 0ot user on the remote system, enter the
following command to switch user to r oot :

$ su - root
passwor d:
#

Check the Hardware Requirements

Each system must meet the following minimum hardware requirements:

512 MB of physical RAM
1 GB of swap space (or twice the size of RAM)

On systems with 2 GB or more of RAM, the swap space can be between one and
two times the size of RAM.

400 MB of disk space in the / t np directory

Up to 4 GB of disk space for the Oracle software, depending on the installation
type and platform

1.2 GB of disk space for a preconfigured database that uses file system storage
(optional)
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Note: The disk space requirement for databases that use
Automatic Storage Management (ASM) or raw device storage is
described later in this chapter.

Additional disk space, either on a file system or in an ASM disk group, is required
for the flash recovery area if you choose to configure automated backups.

To ensure that each system meets these requirements, follow these steps:

1. To determine the physical RAM size, enter the following command:
# grep "Physical:" /var/adn sysl og/sysl og. | og
If the size of the physical RAM installed in the system is less than the required
size, you must install more memory before continuing.

2. To determine the size of the configured swap space, enter the following command:
# lusr/sbin/swapinfo -a
If necessary, refer to your operating system documentation for information about
how to configure additional swap space.

3. To determine the amount of disk space available in the / t mp directory, enter the
following command:

# bdf /tnp
If there is less than 400 MB of disk space available in the / t np directory, complete
one of the following steps:

= Delete unnecessary files from the / t np directory to achieve the required disk
space.

= Set the TEMP and TMPDI Renvironment variables when setting the or acl e
user’s environment (described later).

« Extend the file system that contains the / t np directory. If necessary, contact
your system administrator for information about extending file systems.

4. To determine the amount of free disk space on the system, enter the following
command:

# bdf

5. To determine whether the system architecture can run the software, enter the
following command:

# I bin/getconf KERNEL_BITS

The expected output from this command is the value 64.

Check the Network Requirements

Check that you have the networking hardware and internet protocol (IP) addresses
required for an Oracle Real Application Clusters installation.
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Note: For the most up-to-date information about supported
network protocols and hardware for RAC installations, refer to the
Certify pages on the OracleMetaLink Web site:

http://metalink.oracle.com

Network Hardware Requirements
Each node in the cluster must meet the following requirements:

Each node must have at least two network adapters; one for the public network
interface and one for the private network interface (the interconnect).

The interface names associated with the network adapters for each network must
be the same on all nodes.

For increased reliability, you can configure redundant public and private network
adapters for each node.

For the public network, each network adapter must support TCP/IP.

For the private network, Oracle supports the following interconnect protocols and
hardware:

- User datagram protocol (UDP) using high-speed network adapters and
switches that support TCP/IP (Gigabit Ethernet or better recommended)

- (PA-RISC only) Hyper Messaging protocol (HMP) using HyperFabric
adapters and switches

Note: UDP is the default interconnect protocol for RAC and TCP
is the interconnect protocol for Oracle CRS.

To use HMP as the interconnect protocol for RAC, you must relink
the or acl e executable. Refer to the Oracle Database Administrator’s
Reference for UNIX Systems for more information about enabling
HMP for RAC on HP-UX systems.

IP Address Requirements

Before starting the installation, you must identify or obtain the following IP addresses
for each node:

An IP address and an associated host name registered in the domain name service
(DNS) for each public network interface

One unused virtual IP address and an associated virtual host name registered in
DNS that you will configure for the primary public network interface

The virtual IP address must be in the same subnet as the associated public
interface. After installation, you can configure clients to use the virtual host name
or IP address. If a node fails, its virtual IP address fails over to another node.

A private IP address and optional host name for each private interface

Oracle recommends that you use non-routable IP addresses for the private
interfaces, for example: 10.*.*.* or 192.168.*.*. You can use the / et ¢/ host s file on
each node to associate private host names with private IP addresses.
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For example, if each node has two public and two private interfaces, you might have
the following host names and IP addresses on one of the nodes (r ac1) and similar
host names and IP addresses on the other nodes:

Host Name Type IP Address Registered In
racl. nydonmai n. com Public 143.47.43.100 DNS
racl-2. mydonmi n. com Public 143.46.51.101 DNS
racl-vip. nydonai n. com Virtual 143.47.43.104 DNS
racl-privl Private 10.0.0.1 /etc/ hosts
racl-priv2 Private 10.0.0.2 /etc/hosts

Checking the Network Requirements
To verify that each node meets the requirements, follow these steps:

1.

If necessary, install the network adapters for the public and private networks and
configure them with either public or private IP addresses.

Register the host names and IP addresses for the public network interfaces in
DNS.

For each node, register one virtual host name and IP address in DNS.

For each private interface on every node, add a line similar to the following to the
/ et c/ host s file on all nodes, specifying the private IP address and associated
private host name:

10.0.0.1 racl-privl

To identify the interface name and associated IP address for every network
adapter, enter the following command:

# lusr/bin/netstat -in

From the output, identify the interface name and IP address for all network
adapters that you want to specify as public or private network interfaces.

Note: When you install Oracle CRS and RAC, you will require
this information.

Check the Software Requirements

Refer to the following section for information about checking the software
requirements.

Note: The Oracle Universal Installer performs checks on your
system to verify that it meets the requirements listed for your
platform. To ensure that these checks pass, verify the requirements
before you start the Installer.

Checking the Software Requirements

Check that the required software and patches are installed on the system.
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Check for Required Software

Depending on the products that you intend to install, verify that the following
software is installed on the system. The procedure following the table describes how to
check these requirements.

Installation Type or
Product Requirement

All installations Operating system version:
= PA-RISC (64-bit) systems:
HP-UX 11i (11.11) PA-RISC
« Itanium systems:
HP-UX 11i v2 (11.23)

Oracle Spatial HP-UX Developer's Toolkit - X11, Motif, and Imake:
X11Moti f DevKi t

Note: This software is required only to build the sample
programs.

Real Application Clusters Note: HP Serviceguard is required only if you want to use
shared logical volumes for CRS or database files.

HP-UX 11i (11.11):
=« HP Serviceguard A11.15.00 or higher
»  HP Serviceguard Extension for RAC A11.15.00 or higher

«  HyperFabric software - Required if you want to use Hyper
Messaging protocol as the cluster interconnect

HP-UX 11i v2 (11.23):
«  HP Serviceguard A11.15.01 or higher
«  HP Serviceguard Extension for RAC A11.15.01 or higher

Oracle Messaging Gateway Oracle Messaging Gateway supports the integration of Oracle
(PA-RISC only) Streams Advanced Queuing (AQ) with the following software:

«  IBM WebSphere MQ V5.3, client and server:

MQSER! ES. MM CL- HPUX
MQSER! ES. MQM SERVER

« TIBCO Rendezvous 7.2

PL/SQL native compilation, HP-UX11i (11.11):
Pro*C/C++, . .
Oracle Call Interface, HP C/ANSI C Compiler (B.11.11.08):
Oracle C++ Call Interface, G ANSI-C
Oracle XML Developer’s Kit  1yp 5c, Compiler (C.03.50):
(XDK)

ACXX

HP-UX 11i v2 (11.23):

HP C/ANSI C Compiler (C.05.50):

C-ANSI-C

HP aC++ Compiler (C.05.50):

ACXX
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Installation Type or

Product

Requirement

Oracle JDBC/OCI Drivers

You can use the following optional Java SDK versions with the
Oracle JDBC/OCI drivers, however they are not required for the
installation:

HP-UX 11i (11.11):

« Java SDK 1.3.1.02 with the JNDI extension
« JavaSDK 1.2.2.09

HP-UX 11i v2 (11.23):

« JavaSDK 1.3.1.09

Note: Java SDK 1.4.2.00 (PA-RISC) or 1.4.1.03 (Itanium) is
installed with this release.

Oracle DCE Integration (part
of Oracle Advanced
Security) or Oracle Net
protocol support for DCE
(PA-RISC only)

DCE (B.11.11.10):

DCE- C-Tool s
DCE- CDS- Server
DCE- Cor e

DCE- Cor eAdni n
DCE- Cor eTool s
DCE- SEC- Server

Oracle Transparent Gateway
for Sybase (PA-RISC only)

Either of the following;:
«  Sybase Adaptive Server Enterprise V12 or 12.5
= Sybase Open Client V12 or 12.5

Open Client is required if the Sybase server is not on the
local node.

Oracle Transparent Gateway
for Informix (PA-RISC only)

One of the following:
. Informix Dynamic Server v7.3, 7.4, or 9.*
«  Informix ESQL/Cv7.3,7.4,0r9.*

ESQL/C is required if the Informix server is not on the local
node.

Note: This version of the gateway does not support Informix SE.

Oracle Transparent Gateway
for Ingres (PA-RISC only)

Ingres II version 2.0, 2.5, or 2.6

Oracle Transparent Gateway
for Teradata (PA-RISC only)

NCR Teradata ODBC Driver v02.04.00.00

To ensure that the system meets these requirements, follow these steps:

1.

To determine which version of HP-UX is installed, enter the following command:

# unane -a

HP- UX host name B. 11.11 U 9000/800 109444686 unlim ted-user |icense

In this example, the version of HP-UX 11i is 11.11.

To determine whether a bundle, product, or fileset is installed, enter a command
similar to the following, where | evel is bundl e, product,orfil eset:

# [usr/sbhin/swist -I

level | nore

If a required bundle, product, or fileset is not installed, you must install it. Refer to
your operating system or software documentation for information about installing

products.
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Check for Required Patches

Depending on the products that you intend to install, verify that the following patches
are installed on the system. The procedure following the table describes how to check
these requirements.

Note: There may be more recent versions of the patches listed
installed on the system. If a listed patch is not installed, determine
whether a more recent version is installed before installing the
version listed.

Installation Type or
Product Requirement

All installations Quality Pack bundle:
HP-UX 11i (11.11):
HP-UX 11i Quality Pack (GOLDQPK11i), June 2003 or later:

GOLDAPPS11i
GOLDBASEL1i

HP-UX 11i v2 (11.23):

None currently required

All installations Patches for HP-UX 11i (11.11):
« PHCO_28123: cumulative SAM patch
«  PHKL_29198: Psets Enablement Patch; top(1)
« PHNE_28476: Cumulative STREAMS Patch
. PHNE_28923: LAN product cumulative patch
«  PHSS_28871:1d(1) and linker tools cumulative patch
« PHSS_28880: HP aC++ -AA runtime libraries (aCC A.03.50)
Patches for HP-UX 11i v2 (11.23):
= PHSS_29658: Aries cumulative patch
=  PHSS_29660: linker + fdp cumulative patch

All installations Patches for JDK on HP-UX 11i (11.11):
. PHCO_26331: mountall cumulative patch, Dev IDs enabler
«  PHCO_29109: Pthread enhancement and fixes
. PHKL_25468: eventport (/dev/poll) pseudo driver
«  PHKL_25842: Thread Abort
«  PHKL_25993: thread nostop for NFS, rlimit, Ufalloc fix
«  PHKL_25994: Thread NOSTOP, Psets Enablement, Ufalloc
«  PHKL_25995: ufalloc;VXFS3.5;SPP fragmentation
«  PHKL_26468: Shared synchronization performance support
= PHKL_28489: copyin EFAULT, LDCD access type

Note: Refer to the following Web site for information about
additional patches that might be required by JDK 1.4.2:

http:// www. hp. cont product s1/ uni x/ j aval pat ches/ i ndex. ht m
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Installation Type or
Product Requirement

Real Application Clusters Patches for HP-UX 11i (11.11):

PHSS_29096: ServiceGuard Extension for RAC 11.15.00
Patches for HP-UX 11i v2 (11.23):

«  PHSS_29097: ServiceGuard Extension for RAC A.11.15
«  PHSS_30088: MC/ServiceGuard A.11.15.00

PL/SQL native compilation, Patches for HP-UX 11i (11.11):

Pro*C/C++,
Oracle Call Interface,

. PHSS_29484: ANSI C compiler B.11.11.08 cumulative patch

Oracle C++ Call Interface, «  PHSS_29485: +O4/PBO Compiler B.11.11.08 cumulative
Oracle XML Developer’s Kit patch

(XDK)

Patches for HP-UX 11i v2 (11.23):

«  PHSS_29655: aC++ Compiler (A.05.52)

= PHSS_29656: HP C Compiler (A.05.52)

«  PHSS_29657: u2comp/be/plugin library Patch

Oracle DCE Integration Patches for HP-UX 11i (11.11):

(part of Oracle Advanced
Security) or Oracle Net

«  PHSS_28386: HP DCE /9000 1.8 DCE Client IPv6 patch

protocol support for DCE «  PHSS_28387: HP DCE/9000 1.8 Server/DevTools cum. patch

(PA-RISC only)

« PHSS_28388: HP DCE/9000 1.8 Integrated Login cum. patch
. PHSS_29669: HP DCE /9000 1.8 DCE Client IPv6 patch

Oracle Messaging Gateway Corrective service diskettes (CSDs) for WebSphere MQ:

(PA-RISC only)

= CSDO5 or later for WebSphere MQ V5.3

To ensure that the system meets these requirements, follow these steps:

1.

On PA-RISC systems only, enter the following command to determine whether
the HP-UX 11i Quality Pack is installed:

# lusr/sbin/swist -1 bundle | grep GOLD

If the Quality Pack is not installed, or if the date is before June 2003, download the
latest Quality Pack from the following Web site and install it:

http:// ww. sof t war e. hp. com SUPPORT_PLUS/ gpk. ht m

To determine whether a patch is installed, enter a command similar to the
following:

# lusr/sbin/swist -1 patch | grep PHSS 28880

Alternatively, to list all installed patches, enter the following command:

# lusr/sbin/swist -1 patch | nore

If a required patch is not installed, download it from the following Web site and
install it:

http://itresourcecenter.hp.com

If the Web site shows a more recent version of the patch, download and install that
version.

If you require a CSD for WebSphere MQ, refer to the following Web site for
download and installation information:
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Create Required UNIX Groups and User

http:// ww. i bm coni sof t ware/integration/ ngfam | y/ support/sumary/ hpx. ht m

Create Required Symbolic Links

Note: This task is required only if the Motif 2.1 Development
Environment package (X11MotifDevKit. MOTIF21-PRG) is not
installed.

To enable you to successfully relink Oracle products after installing this software, enter
the following commands to create required X library symbolic links in the / usr/1i b

directory:

# cd /usr/lib

#1n -s libX11.3 libXi1. sl
#1n-s libXIE 2 libXE sl
#1n -s libXext.3 |ibXext.sl
# In -s libXhpll. 3 |ibXhpll.sl
#1n-s libXi.3 libX.sl
#1n -s [ibXm4 IibXm sl
#1n -s libXp.2 IibXp.sl
#1n-s libXt.3 libXt.sl
#1n -s libXtst.2 libXtst.sl

Create Required UNIX Groups and User

Depending on whether this is the first time Oracle software is being installed on this
system and on the products that you are installing, you may need to create several
UNIX groups and a UNIX user.

The following UNIX groups and user are required if you are installing Oracle
Database:

= The OSDBA group (dba)

You must create this group the first time you install Oracle Database software on
the system. It identifies UNIX users that have database administrative privileges
(the SYSDBA privilege). The default name for this group is dba.

If you want to specify a group name other than the default dba group, you must
choose the Custom installation type to install the software or start the Installer as a
user that is not a member of this group. In this case, the Installer prompts you to
specify the name of this group.

= The OSOPER group (oper)

This is an optional group. Create this group if you want a separate group of UNIX
users to have a limited set of database administrative privileges (the SYSOPER
privilege). By default, members of the OSDBA group also have the SYSOPER
privilege.

If you want to specify a separate OSOPER group, other than the default dba
group, you must choose the Custom installation type to install the software or
start the Installer as a user that is not a member of the dba group. In this case, the
Installer prompts you to specify the name of this group. The usual name chosen
for this group is oper .

= Anunprivileged user
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Create Required UNIX Groups and User

On HP-UX systems, you must create a new unprivileged user. The user that you
create must own the external jobs (ext j ob) executable after the installation.

The following UNIX group and user are required for all installations:
= The Oracle Inventory group (oi nstal |')

You must create this group the first time you install Oracle software on the system.
The usual name chosen for this group is oi nst al | . This group owns the Oracle
inventory, which is a catalog of all Oracle software installed on the system.

Note: If Oracle software is already installed on the system, the
existing Oracle Inventory group must be the primary group of the
UNIX user that you use to install new Oracle software. The
following sections describe how to identify an existing Oracle
Inventory group.

» The Oracle software owner user (or acl e)

You must create this user the first time you install Oracle software on the system.
This user owns all of the software installed during the installation. The usual name
chosen for this user is or acl e. This user must have the Oracle Inventory group as
its primary group. It must also have the OSDBA and OSOPER groups as a
secondary groups.

A single Oracle Inventory group is required for all installations of Oracle software on
the system. After the first installation of Oracle software, you must use the same
Oracle Inventory group for all subsequent Oracle software installations on that system.
However, you can choose to create different Oracle software owner users, OSDBA
groups, and OSOPER groups (other than or acl e, dba, and oper ) for separate
installations. By using different groups for different installations, members of these
different groups have DBA privileges only on the associated databases rather than on
all databases on the system.

See Also: The Oracle Database Administrator’s Reference for UNIX
Systems and the Oracle Database Administrator’s Guide contain more
information about the OSDBA and OSOPER groups and the
SYSDBA and SYSOPER privileges.

The following sections describe how to create the required UNIX user and groups.

Note: The following sections describe how to create local users
and groups. As an alternative to creating local users and groups,
you could create the appropriate users and groups in a directory
service, for example, Network Information Services (NIS). For

information about using directory services, contact your system
administrator or refer to your operating system documentation.

Creating the Oracle Inventory Group

You must create the Oracle Inventory group if it does not already exist. The following
subsections describe how to determine the Oracle Inventory group name, if it exists,
and how to create it if necessary.
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Determine Whether the Oracle Inventory Group Exists

When you install Oracle software on the system for the first time, the Installer creates
the or al nst . | oc file. This file identifies the name of the Oracle Inventory group and
the path of the Oracle Inventory directory. To determine whether the Oracle Inventory
group exists, enter the following command:

# nore /var/opt/oracle/oralnst.|oc

If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nvent ory_| oc=/ u01/ app/ or acl e/ or al nvent ory

i nst _group=oi nstal |

The i nst _gr oup parameter shows the name of the Oracle Inventory group
(oinstal l).

Create the Oracle Inventory Group

If the or al nst . | oc file does not exist, enter the following command to create the
oi nstal | group:

# [usr/sbin/groupadd oinstall

Creating the OSDBA Group

You must create an OSDBA group in the following circumstances:

= An OSDBA group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= An OSDBA group exists, but you want to give a different group of UNIX users
database administrative privileges in a new Oracle installation

If the OSDBA group does not exist or if you require a new OSDBA group, enter the
following command to create the dba group. Use the group name dba unless a group
with that name already exists.

# [usr/sbin/groupadd dba

Creating an OSOPER Group (Optional)

Create an OSOPER group only if you want to identify a group of UNIX users with a
limited set of database administrative privileges (SYSOPER operator privileges). For
most installations, it is sufficient to create only the OSDBA group. If you want to use
an OSOPER group, you must create it in the following circumstances:

= If an OSOPER group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= If an OSOPER group exists, but you want to give a different group of UNIX users
database operator privileges in a new Oracle installation

If you require an new OSOPER group, enter the following command to create the
oper group. Use the group name oper unless a group with that name already exists.

# [usr/shin/groupadd oper
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Creating the Oracle Software Owner User

You must create an Oracle software owner user in the following circumstances:

« If an Oracle software owner user does not exist, for example, if this is the first
installation of Oracle software on the system

= If an Oracle software owner user exists, but you want to use a different UNIX user,
with different group membership, to give database administrative privileges to
those groups in a new Oracle Database installation

Determine Whether an Existing Oracle Software Owner User EXists

To determine whether an Oracle software owner user named or acl e exists, enter the
following command:

#id oracle

If the or acl e user exists, the output from this command is similar to the following:

ui d=440( or acl ) gi d=200( oi nstal | ) groups=201(dba), 202( oper)

If the user exists, determine whether you want to use the existing user or create a new
user. If you want to use the existing user, ensure that the user’s primary group is the
Oracle Inventory group and that it is a member of the appropriate OSDBA and
OSOPER groups. Refer to one of the following sections for more information:

Note: If necessary, contact your system administrator before using
or modifying an existing user.

= If you want to use the existing Oracle software owner user, and the user’s primary
group is the Oracle Inventory group, refer to the "Creating an Unprivileged User"
section on page 3-14.

= To modify an existing user, refer to the Modify an Existing Oracle Software Owner
User section on page 3-14.

= To create a new user, refer to the following section.

Create a New Oracle Software Owner User

If the Oracle software owner user does not exist or if you require a new Oracle
software owner user, create it as follows. Use the user name or acl e unless a user with
that name already exists.

1. To create the or acl e user, enter a command similar to the following:

# lusr/sbin/useradd -g oinstall -G dba[,oper] oracle

In this command:

— The - g option specifies the primary group, which must be the Oracle
Inventory group, for example oi nst al |

— The - Goption specifies the secondary groups, which must include the OSDBA
group and if required, the OSOPER group. For example: dba or dba, oper

2. Set the password of the or acl e user:

# passwd oracle

Refer to the "Creating an Unprivileged User" section on page 3-14 to continue.
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Modify an Existing Oracle Software Owner User

If the or acl e user exists, but its primary group is not oi nst al | or it is not a member
of the appropriate OSDBA or OSOPER groups, enter a command similar to the
following to modify it. Specify the primary group using the - g option and any
required secondary groups using the - Goption:

# [usr/sbin/usernmod -g oinstall -G dba[,oper] oracle

Creating an Unprivileged User

You must create a new unprivileged local user to own the ext j 0b executable. You can
use any user name for this user, but this document uses the name ext j ob. To create
the ext j ob user, enter the following command on all cluster nodes:

# [usr/sbin/useradd extjob

Create Identical Users and Groups on Other Cluster Nodes

Note: You must complete the following procedures only if you are
using local users and groups. If you are using users and groups
defined in a directory service such as NIS, they are already identical
on each cluster node.

The Oracle software owner user and the Oracle Inventory, OSDBA, and OSOPER
groups must exist and be identical on all cluster nodes. To create these identical users
and groups, you must identify the user ID and group IDs assigned them on the node
where you created them, then create the user and groups with the same name and ID
on the other cluster nodes.

Identifying the User and Group IDs

To determine the user ID (UID) of the Oracle software owner user and the group IDs
(GID) of the Oracle Inventory, OSDBA, and OSOPER groups, follow these steps:

1. Enter following command:

#id oracle

The output from this command is similar to the following:
ui d=440( oracl e) gi d=200(oi nstal|) groups=201(dba), 202( oper)

2. From the output, identify the UID for the or acl e user and the GIDs for the
groups to which it belongs.

Create the User and Groups on the Other Cluster Nodes

To create the user and groups on the other cluster nodes, repeat the following
procedure on each node:

1. Log in to the next cluster node as r oot .

2. Enter commands similar to the following to create the 0i nst al | and dba groups,
and if required, the oper group. Use the - g option to specify the correct GID for
each group.

# lusr/sbin/groupadd -g 200 oinstall
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3.

4.

# [usr/sbin/groupadd -g 201 dba
# lusr/sbin/groupadd -g 202 oper

Note: If the group already exists, use the gr oupnmod command to
modify it if necessary. If you cannot use the same group ID for a
particular group on this node, view the / et ¢/ gr oup file on all
nodes to identify a group ID that is available on every node. You
must then specify that ID for the group on all of the nodes.

To create the or acl e user, enter a command similar to the following:

# [usr/sbin/useradd -u 200 -g oinstall -G dba[, oper] oracle

In this command:

The - u option specifies the user ID, which must be the user ID that you
identified in the previous subsection

The - g option specifies the primary group, which must be the Oracle
Inventory group, for example oi nst al |

The - Goption specifies the secondary groups, which must include the OSDBA
group and if required, the OSOPER group, for example dba or dba, oper

Note: If the user already exists, use the user mod command to
modify it if necessary. If you cannot use the same user ID for the

or acl e user on this node, view the / et ¢/ passwd file on all nodes
to identify a user ID that is available on every node. You must then
specify that ID for the user on all of the nodes.

Set the password of the or acl e user:

# passwd oracle

Set Up User Equivalence for rsh and rcp on All Cluster Nodes

Note: This section describes how to set up user equivalence for

r cp, which the Installer uses when copying Oracle software to the
other cluster nodes. If you prefer, you can configure the Secure
Shell (SSH) tool suite, so that the Installer uses scp instead of r cp.
Refer to the SSH documentation for information about setting up
user equivalence for scp.

Before you install and use Oracle Real Application clusters, you must set up user
equivalence on all cluster nodes, as follows:

1.

On all cluster nodes, edit the / et ¢/ host s. equi V file in any text editor and add
entries similar to the following for all nodes in the cluster:

nodel-public oracle
nodel- publ i c. domain oracle
node2-public oracle
node2- publ i c. domai n oracle
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In this example:

= noden_publ i c is the host name associated with the primary public network
interface

= domai n is the domain name of the system, for example nydomai n. com

Note: Alternatively, you can create a . r host s file using the same
format in the or acl e user’s home directory on all nodes in the
cluster.

To test user equivalence on all cluster nodes, including the first node, enter
commands similar to the following from the node where you will run the Installer:

# su oracle
$ rensh nodel-public date
$ rensh node2-public date

$ exit

Each command should return only the date setting on the specified node. If a node
prompts for a password or displays any other text, then user equivalence is not set
up correctly on that node. In this case, verify that the / et ¢/ host s. equi v (or
~or acl e/ . r host s) file has the correct entries.

Grant Privileges to the OSDBA Group

To enhance the performance of the software on HP-UX systems, you must grant
several system privileges to the OSDBA group. Complete the following steps if you
are installing the software on HP-UX:

1.
2.

Using any text editor, open the / et ¢/ pri vgr oup file, or create it if necessary.

Add or edit the following line, which begins with the name of the OSDBA group,
specifying the privileges MLOCK, RTPRIO, and RTSCHED, that you want to grant
to this group every time the system restarts:

dba M.OCK RTPRI O RTSCHED

Save the file and exit from the text editor.
Enter the following command to grant the privileges to the OSDBA group:
# [usr/sbin/setprivgrp -f /etc/privgroup

Enter the following command to verify that the privileges are set correctly:

# lusr/bin/getprivgrp dba

Repeat this procedure on all of the other cluster nodes.

Configure Kernel Parameters and Shell Limits

Refer to the following section for information about configuring the system kernel
parameters and shell limits.
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Configuring Kernel Parameters

On all cluster nodes, verify that the kernel parameters shown in the following table are
set either to the formula shown, or to values greater than or equal to the recommended
value shown. The procedure following the table describes how to verify and set the

values.

Parameter Recommended Formula or Value

ksi_alloc_max (nproc*8)

max_thread_proc 1024

maxdsiz 1073741824 (1 GB)

maxdsiz_64bit 2147483648 (2 GB)

maxssiz 134217728 (128 MB)

maxssiz_64bit 1073741824 (1 GB)

maxswapchunks (PA-RISC only) 16384

maxuprc ((nproc*9)/10)

msgmap (msgtql+2)

msgmni (nproc)

msgseg 32767

msgtql (nproc)

ncsize (PA-RISC) (ninode+vx_ncsize)

nesize (Itanium) (ninode+1024)

nfile (15*nproc+2048)

nflocks (nproc)

ninode (8*nproc+2048)

nkthread ((nproc*7)/4)+16)

nproc 4096

semmap (PA-RISC only) (semmni+2)

semmni (nproc)

semmns (semmni*2)

semmnu (nproc-4)

semvmx 32767

shmmax The size of physical memory or 1073741824 (0X40000000),
whichever is greater.
Note: To avoid performance degradation, the value should
be greater than or equal to the size of the SGA.
If you are using Hyper Messaging protocol as the cluster
interconnect on PA-RISC systems, the value of this
parameter must be less than 4 GB.

shmmni 512

shmseg 120

vps_ceiling 64
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Note: If the current value for any parameter is higher than the
value listed in this table, do not change the value of that parameter.

To view the current value or formula specified for these kernel parameters, and to
change them if necessary, follow these steps:

1. Follow these steps, depending on your platform:
PA-RISC:

a. Optionally, set the DISPLAY environment variable to specify the display of
the local system:

— Bourne, Bash, or Korn shell:

# DI SPLAY=l ocal _host: 0.0 ; export DI SPLAY

— Cshell:
# setenv DI SPLAY | ocal host:0.0

b. Start System Administration Manager (SAM):
# [ usr/sbhin/sam

c. Choose the Kernel Configuration area, then choose the Configurable
Parameters area.

d. Check the value or formula specified for each of these parameters and, if
necessary, modify that value or formula.

If necessary, refer to the SAM online help for more information about
completing this step.

Note: If you modify the value of a parameter that is not dynamic,
you must restart the system.

Itanium:

a. Enter the following command to start the kcweb application:
# [usr/sbin/kcweb -F

b. Check the value or formula specified for each of these parameters and, if
necessary, modify that value or formula.

If necessary, refer to the kcweb online help for more information about
completing this step.

Note: If you modify the value of a parameter that is not dynamic,
you must restart the system.

2. If necessary, when the system restarts, log in and switch user to r oot .

3. Complete this procedure on all other cluster nodes.
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Identify Required Software Directories
You must identify or create four directories for the Oracle software, as follows:
= Oracle base directory
= Oracle Inventory directory
= CRS home directory
= Oracle home directory

The following subsections describe the requirements for these directories.

Oracle Base Directory

The Oracle base directory acts as a top-level directory for Oracle software installations.
It is analogous to the C: \ Or acl e directory used for Oracle software installations on
Windows systems. On UNIX systems, the Optimal Flexible Architecture (OFA)
guidelines recommend that you use a path similar to the following for the Oracle base
directory:

[ mount _poi nt/ app/ or acl e_sw_owner

In this example:

= nmount _poi nt is the mount point directory for the file system that will contain the
Oracle software.

The examples in this guide use / u01 for the mount point directory. However, you
could choose another mount point directory, / or acl e or / opt / or acl e for
example.

« oracl e_sw owner is the UNIX user name of the Oracle software owner, for
example or acl e.

You can use the same Oracle base directory for more than one installation or you can
create separate Oracle base directories for different installations. If different UNIX
users install Oracle software on the same system, each user must create a separate
Oracle base directory. The following example Oracle base directories could all exist on
the same system:

/u01/ app/ oracl e
[ u01/ app/ or auser
[ opt/oracl e/ app/ oracl e

The following sections describe how to identify existing Oracle base directories that
might be suitable for your installation and how to create a new Oracle base directory if
necessary.

Regardless of whether you create a new Oracle base directory or decide to use an
existing one, you must set the ORACLE_BASE environment variable to specify the full
path to this directory.

Note: The Oracle base directory must be on a local file system.

Oracle Inventory Directory

The Oracle Inventory directory (or al nvent or y) stores an inventory of all software
installed on the system. It is required by, and shared by, all Oracle software
installations on a single system. The first time you install Oracle software on a system,
the Installer prompts you to specify the path to this directory. If you are installing the
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software on a local file system, Oracle recommends that you choose the following
path:

oracl e_base/ oral nventory

The Installer creates the directory that you specify and sets the correct owner, group,
and permissions on it. You do not need to create it.

Note: All Oracle software installations rely on this directory. Make
sure that you back it up regularly.

Do not delete this directory unless you have completely removed
all Oracle software from the system.

CRS Home Directory

The CRS home directory is the directory where you choose to install the software for
Oracle Cluster Ready Services. You must install CRS in a separate home directory.
When you run the Installer, it prompts you to specify the path to this directory, as well
as a name that identifies it. Oracle recommends that you specify a path similar to the
following for the CRS home directory:

/u01/crs/oracl e/ product/10.1.0/crs

Note: Because you must change the permissions of all of the parent
directories of the CRS home directory after installing the software to
grant write access only to the r oot user, the CRS home directory must
not be a subdirectory of the Oracle base directory.

Oracle Home Directory

The Oracle home directory is the directory where you choose to install the software for
a particular Oracle product. You must install different Oracle products, or different
releases of the same Oracle product, in separate Oracle home directories. When you
run the Installer, it prompts you to specify the path to this directory, as well as a name
that identifies it. The directory that you specify must be a subdirectory of the Oracle
base directory. Oracle recommends that you specify a path similar to the following for
the Oracle home directory:

oracl e_base/product/10.1.0/db_1

The Installer creates the directory path that you specify under the Oracle base
directory. It also sets the correct owner, group, and permissions on it. You do not need
to create this directory.

Identify or Create an Oracle Base Directory

Before starting the installation, you must either identify an existing Oracle base
directory or if required, create a new one. This section contains information about the
following:

= Identifying an Existing Oracle Base Directory

»  Creating a New Oracle Base Directory

3-20 Oracle Real Application Clusters Installation and Configuration Guide



Identify or Create an Oracle Base Directory

Note: You can choose to create a new Oracle base directory, even if
other Oracle base directories exist on the system.

Identifying an Existing Oracle Base Directory

Existing Oracle base directories might not have paths that comply with OFA
guidelines. However, if you identify an existing Oracle Inventory directory or existing
Oracle home directories, you can usually identify the Oracle base directories, as
follows:

Identify an existing Oracle Inventory directory

Enter the following command on all cluster nodes to view the contents of the
oral nst. | oc file:

# nore /var/opt/oracle/oralnst.|oc

If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nventory_| oc=/u01/ app/ oracl e/ oral nvent ory
i nst_group=oi nstal |

The i nvent ory_| oc parameter identifies the Oracle Inventory directory

(or al nvent or y) on that system. The parent directory of the or al nvent ory
directory is typically an Oracle base directory. In the previous example,
/'u01/ app/ or acl e is an Oracle base directory.

Identify existing Oracle home directories

Enter the following command on all cluster nodes to view the contents of the
or at ab file:

# nore /etc/oratab

If the or at ab file exists, it contains lines similar to the following:

*:/u03/ app/ or acl e/ product/10. 1. 0/db_1: N
*:/opt/orauser/infra_904:N
*:loracle/9.2.0:N

The directory paths specified on each line identify Oracle home directories.
Directory paths that end with the user name of the Oracle software owner that you
want to use are valid choices for an Oracle base directory. If you intend to use the
or acl e user to install the software, you could choose one of the following
directories from the previous example:

/u03/ app/ oracl e
[oracle

Note: If possible, choose a directory path similar to the first
(/ u03/ app/ or acl e). This path complies with the OFA guidelines.

Before deciding to use an existing Oracle base directory for this installation, make sure
that it satisfies the following conditions:

It should not be on the same file system as the operating system.

It must have up to 3 GB of free disk space.
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To determine the free disk space on the file system where the Oracle base directory
is located, enter the following command:

# bdf oracl e_base_path

To continue:

= If an Oracle base directory exists and you want to use it, refer to the "Create the
CRS Home Directory" section on page 3-22.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify the directory you chose.

= If an Oracle base directory does not exist on the system or if you want to create a
new Oracle base directory, refer to the following section.

Creating a New Oracle Base Directory

Before you create a new Oracle base directory, you must identify an appropriate file
system with at least 3 GB of free disk space.

To identify an appropriate file system, follow these steps:

1. Use the bdf command to determine the free disk space on each mounted file
system.

2. From the display, identify a file system that has appropriate free space.

Note: The file system must be a local file system.

The path to the Oracle base directory must be the same on all nodes.
3. Note the name of the mount point directory for the file system that you identified.

To create the Oracle base directory and specify the correct owner, group, and
permissions for it, follow these steps:

1. Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nount_point/app/oracl e_sw_owner
# chown -R oracle:oinstall /nount_point/app/oracl e_sw_owner
# chnod -R 775 / mount _poi nt/ app/ or acl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended Oracle base directory path is as follows:
/u01/ app/ oracl e

2. If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

3. When you are configuring the or acl e user’s environment later in this chapter, set
the CRACLE_BASE environment variable to specify this directory.

Create the CRS Home Directory

You must create a CRS home directory before installing Oracle CRS. You can create the
CRS home directory on the same file system as the Oracle base directory, or you can
choose a different file system for this directory. If you choose the same file system as
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the Oracle base directory, you must not use a subdirectory of the Oracle base directory
as the CRS home directory.

To identify an appropriate file system, follow these steps:

1. Use the bdf command to determine the free disk space on each mounted file
system.

2. From the display, identify a file system that has at least 1 MB of free disk space.

If you are using the same file system for the Oracle base directory, this 1 MB of
disk space is additional to the free disk space requirement that you identified
previously.

Note: The file system must be a local file system.

The path to the CRS home directory must be the same on all nodes.
3. Note the name of the mount point directory for the file system that you identified.

To create the CRS home directory and specify the correct owner, group, and
permissions for it, follow these steps:

1. Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nount_point/crs/oracle_sw owner/product/10.1.0/crs
# chown -R oracle:oinstall /nount_point/crs/oracl e_sw_owner
# chmod -R 775 /mount _poi nt/crs/oracl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended CRS home directory path is as follows:
/u01/crs/oracl e/ product/10.1.0/crs

2. If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

3. When you are installing Oracle CRS, set the ORACLE_HOME environment
variable to specify this directory.

Note: During the installation, before you run the r oot . sh script,
you must change the permissions on the parent directories of the CRS
home directory to permit only the r oot user to write to those
directories.

Choose a Storage Option for Oracle CRS, Database, and Recovery Files

The following table shows the storage options supported for storing Oracle Cluster
Ready Services (CRS) files, Oracle database files, and Oracle database recovery files.
Oracle database files include datafiles, control files, redo log files, the server parameter
file, and the password file. Oracle CRS files include the Oracle Cluster Registry (OCR)
and the CRS voting disk.

For all installations, you must choose the storage option that you want to use for
Oracle CRS files and Oracle database files. If you want to enable automated backups
during the installation, you must also choose the storage option that you want to use
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for recovery files (the flash recovery area). You do not have to use the same storage
option for each file type.

Note: For the most up-to-date information about supported
storage options for RAC installations, refer to the Certify pages on
the OracleMetaLink Web site:

http://metalink.oracl e.com

File Types Supported

Storage Option CRS Database  Recovery
Automatic Storage Management No Yes Yes
Shared raw logical volumes Yes Yes No

Note: Requires HP Serviceguard Extension for RAC

and LVM

Shared raw disk devices Yes Yes No

Use the following guidelines when choosing the storage options that you want to use
for each file type:

= You can choose any combination of the supported storage options for each file
type as long as you satisfy any requirements listed for the chosen storage options.

= Oracle recommends that you choose ASM as the storage option for database and
recovery files.

= For Standard Edition installations, ASM is the only supported storage option for
database or recovery files.

= You cannot use Automatic Storage Management to store Oracle CRS files, because
these files must be accessible before any Oracle instance starts.

= If you are not using HP Serviceguard Extension for RAC, you cannot use shared
raw logical volumes for CRS or database file storage.

For information about how to configure disk storage before you start the installation,
refer to one of the following sections depending on your choice:

= Touse ASM for database or recovery file storage, refer to the "Configure Disks for
Automatic Storage Management" section on page 3-24.

= To use raw devices (disks or logical volumes) for Oracle CRS or database file
storage, refer to the "Configure Raw Devices" section on page 3-29.

Configure Disks for Automatic Storage Management

This section describes how to configure disks for use with ASM. Before you configure
the disks, you must determine the number of disks and the amount of free disk space
that you require. The following sections describe how to identify the requirements and
configure the disks on each platform:

= Identifying Storage Requirements for ASM
= Using an Existing ASM Disk Group
= Configuring Disks for ASM
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Note: Although this section refers to disks, you can also use
zero-padded files on a certified NAS storage device in an ASM disk
group. Refer to the Oracle Database Installation Guide for UNIX
Systems for information about creating and configuring NAS-based
files for use in an ASM disk group.

Identifying Storage Requirements for ASM

To identify the storage requirements for using ASM, you must determine how many
devices and the amount of free disk space that you require. To complete this task,
follow these steps:

1. Determine whether you want to use ASM for Oracle database files, recovery files,
or both.

Note: You do not have to use the same storage mechanism for
database files and recovery files. You can use raw devices for
database files and ASM for recovery files if you choose.

For RAC installations, if you choose to enable automated backups,
you must choose ASM for recovery file storage.

If you enable automated backups during the installation, you can choose ASM as
the storage mechanism for recovery files by specifying an ASM disk group for the
flash recovery area. Depending on how you choose to create a database during the
installation, you have the following options:

= If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to use the same ASM disk group for database files
and recovery files, or you can choose to use different disk groups for each file

type.
The same choice is available to you if you use DBCA after the installation to
create a database.

= If you select an installation method that runs DBCA in non-interactive mode,
you must use the same ASM disk group for database files and recovery files.

2. Choose the ASM redundancy level that you want to use for the ASM disk group.

The redundancy level that you choose for the ASM disk group determines how
ASM mirrors files in the disk group and determines the number of disks and
amount of disk space that you require, as follows:

= External redundancy

An external redundancy disk group requires a minimum of one disk device.
The effective disk space in an external redundancy disk group is the sum of
the disk space in all of its devices.

Because ASM does not mirror data in an external redundancy disk group,
Oracle recommends that you use only RAID or similar devices that provide
their own data protection mechanisms as disk devices in this type of disk

group.

= Normal redundancy
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In a normal redundancy disk group, ASM uses two-way mirroring by default,
to increase performance and reliability. A normal redundancy disk group
requires a minimum of two disk devices (or two failure groups). The effective
disk space in a normal redundancy disk group is half the sum of the disk space
in all of its devices.

For most installations, Oracle recommends that you use normal redundancy
disk groups.

= High redundancy

In a high redundancy disk group, ASM uses three-way mirroring to increase
performance and provide the highest level of reliability. A high redundancy
disk group requires a minimum of three disk devices (or three failure groups).
The effective disk space in a high redundancy disk group is one-third the sum
of the disk space in all of its devices.

While high redundancy disk groups do provide a high level of data
protection, you must consider the higher cost of additional storage devices
before deciding to use this redundancy level.

3. Determine the total amount of disk space that you require for the database files
and recovery files.

Use the following table to determine the minimum number of disks and the
minimum disk space requirements for the installation:

Redundancy Minimum Number Database Recovery

Level of Disks Files Files Both File Types
External 1 1.15GB 2.3 GB 3.45 GB

Normal 2 23 GB 4.6 GB 6.9 GB

High 3 3.45GB 6.9 GB 10.35 GB

For RAC installations, you must also add additional disk space for the ASM
metadata. You can use the following formula to calculate the additional disk space
requirements (in MB):

15 + (2 * number_of_disks) + (126 * number_of _ASM_instances)

For example, for a four-node RAC installation, using three disks in a high
redundancy disk group, you require an additional 525 MB of disk space:

15+ (2*3) + (126 * 4) = 525

If an ASM instance is already running on the system, you can use an existing disk
group to meet these storage requirements. If necessary, you can add disks to an
existing disk group during the installation.

The following section describes how to identify existing disk groups and
determine the free disk space that they contain.

4. Optionally identify failure groups for the ASM disk group devices.

Note: You need to complete this step only if you intend to use an
installation method that runs DBCA in interactive mode, for
example, if you intend to choose the Custom installation type or the
Advanced database configuration option. Other installation types
do not enable you to specify failure groups.
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If you intend to use a normal or high redundancy disk group, you can further
protect your database against hardware failure by associating a set of disk devices
in a custom failure group. By default, each device comprises its own failure group.
However, if two disk devices in a normal redundancy disk group are attached to
the same SCSI controller, the disk group becomes unavailable if the controller fails.
The controller in this example is a single point of failure.

To protect against failures of this type, you could use two SCSI controllers, each
with two disks, and define a failure group for the disks attached to each controller.
This configuration would enable the disk group to tolerate the failure of one SCSI
controller.

Note: If you define custom failure groups, you must specify a
minimum of two failure groups for normal redundancy disk
groups and three failure groups for high redundancy disk groups.

If you are sure that a suitable disk group does not exist on the system, install or
identify appropriate disk devices to add to a new disk group. Use the following
guidelines when identifying appropriate disk devices:

= All of the devices in an ASM disk group should be the same size and have the
same performance characteristics.

= Do not specify more than one partition on a single physical disk as a disk
group device. ASM expects each disk group device to be on a separate
physical disk.

= Although you can specify a logical volume as a device in an ASM disk group,
Oracle does not recommend their use. Logical volume managers can hide the
physical disk architecture, preventing ASM from optimizing I1/0O across the
physical devices.

For information about completing this task, refer to the "Configuring Disks for
ASM" section on page 3-28.

Using an Existing ASM Disk Group

If you want to store either database or recovery files in an existing ASM disk group,
you have the following choices, depending on the installation method that you select:

If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to create a new disk group or use an existing one.

The same choice is available to you if you use DBCA after the installation to create
a database.

If you select an installation method that runs DBCA in non-interactive mode, you
must choose an existing disk group for the new database; you cannot create a new
disk group. However, you can add disk devices to an existing disk group if it has
insufficient free space for your requirements.

Note: The ASM instance that manages the existing disk group can
be running in a different Oracle home directory.
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To determine whether an existing ASM disk group exists, or to determine whether
there is sufficient disk space in a disk group, you can use Oracle Enterprise Manager
Grid Control or Database Control. Alternatively, you can use the following procedure:

1.

View the contents of the or at ab file to determine whether an ASM instance is
configured on the system:

# nore /etc/oratab

If an ASM instance is configured on the system, the or at ab file should contain a
line similar to the following;:

+ASM or acl e_hone_pat h: N

In this example, +ASMis the system identifier (SID) of the ASM instance and
or acl e_hone_pat h is the Oracle home directory where it is installed. By
convention, the SID for an ASM instance begins with a plus sign.

Set the ORACLE_SID and ORACLE_HOME environment variables to specify the
appropriate values for the ASM instance that you want to use.

Connect to the ASM instance as the SYS user with SYSDBA privilege and start the
instance if necessary:

# $ORACLE_HOWE/ bi n/ sql pl us "SYS/ SYS _password as SYSDBA"
SQL> STARTUP

Enter the following command to view the existing disk groups, their redundancy
level, and the amount of free disk space in each one:

SQL> SELECT NAME, TYPE, TOTAL_MB, FREE_MB FROM V$ASM DI SKGROUP,
From the output, identify a disk group with the appropriate redundancy level and
note the free space that it contains.

If necessary, install or identify the additional disk devices required to meet the
storage requirements listed in the previous section.

Note: If you are adding devices to an existing disk group, Oracle
recommends that you use devices that have the same size and
performance characteristics as the existing devices in that disk

group.

Configuring Disks for ASM
To configure disks for use with ASM on HP-UX, follow these steps:

1.

If necessary, install the shared disks that you intend to use for the ASM disk
group.

To make sure that the disks are available, enter the following command on every
node:

# /usr/sbin/ioscan -fun -C disk

The output from this command is similar to the following:

Cass | HWPath Driver SSWState H WType Descri ption

di sk 0 0/0/1/0.6.0 sdisk CLAIMED DEVI CE HP  DVD- ROM 6x/ 32x
/ dev/ dsk/cOt6d0  /dev/rdsk/ cOt 6d0
di sk 1 0/0/1/1.2.0 sdisk CLAI MED DEVI CE SEAGATE ST39103LC
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[ dev/dsk/c1t2d0 /dev/rdsk/clt2d0

This command displays information about each disk attached to the system,
including the block device name (/ dev/ dsk/ cxt ydz) and the character raw
device name (/ dev/ r dsk/ cxt ydz).

3. If thei oscan command does not display device name information for a device
that you want to use, enter the following command to install the special device
files for any new devices:

# lusr/sbin/insf -e

4. For each disk that you want to add to a disk group, enter the following command
on any node to verify that it is not already part of an LVM volume group:
# [ shin/pvdisplay /dev/dsk/cxtydz

If this command displays volume group information, the disk is already part of a
volume group. The disks that you choose must not be part of an LVM volume

group.

Note: If you are using different volume management software, for
example VERITAS Volume Manager, refer to the appropriate
documentation for information about verifying that a disk is not in
use.

5. Enter commands similar to the following on every node to change the owner,
group, and permissions on the character raw device file for each disk that you
want to add to a disk group:

# chown oracl e: dba /dev/rdsk/ cxtydz
# chnod 660 /dev/rdsk/cxtydz

Note: If you are using a multi-pathing disk driver with ASM,
make sure that you set the permissions only on the correct logical
device name for the disk.

If the nodes are configured differently, the device name for a
particular device might be different on some nodes. Make sure that
you specify the correct device names on each node.

6. If you also want to use raw devices for storage, refer to the "Configure Raw
Devices" section on page 3-29.

Otherwise, refer to the "Verify the Cluster Software Configuration” section on
page 3-42.

Configure Raw Devices

Refer to the following section for information about configuring raw devices.
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Note: If you are using ASM for database file storage, you need
only create raw devices for the Oracle CRS files. However, if a
cluster file system is available on your platform, Oracle
recommends that you use that file system to store the Oracle CRS
files instead of using raw devices for them.

Configuring Raw Disk Devices or Raw Logical Volumes

The following subsections describe how to configure raw disk devices or raw logical
volumes on HP-UX:

« Configuring Raw Disk Devices for Oracle CRS or Database File Storage for
Installations Without HP Serviceguard Extension for RAC on page 3-30

Follow the procedures described in this section if you are installing RAC on a
cluster without HP Serviceguard Extension for RAC and you intend to use raw
disk devices for CRS or database file storage.

= "Configuring Shared Raw Logical Volumes for Oracle CRS or Database File
Storage" on page 3-35

Follow the procedures described in this section only if you are using HP
Serviceguard Extension for RAC.

Configuring Raw Disk Devices for Oracle CRS or Database File Storage for
Installations Without HP Serviceguard Extension for RAC

If you are installing RAC on an HP-UX cluster without HP Serviceguard Extension for
RAC, you must use shared raw disk devices for the Cluster Ready Services (CRS) files.
You can also use shared raw disk devices for database file storage, however, Oracle
recommends that you use ASM to store database files in this situation. This section
describes how to configure the shared raw disk devices for CRS files (Oracle Cluster
Registry and CRS voting disk) and database files.

Table 3-1 lists the number and size of the raw disk devices that you must configure for
database files. Table 3-2 lists the number and size of the raw disk devices that you
must configure for CRS files.

Note: Because each file requires exclusive use of a complete disk
device, Oracle recommends that, if possible, you use disk devices

with sizes that closely match the size requirements of the files that
they will store. You cannot use the disks that you choose for these
files for any other purpose.

Table 3-1 Raw Disk Devices Required for Database Files on HP-UX

Number Size (MB) Purpose and Sample Alternative Device File Name
1 500 SYSTEM tablespace:

dbname_syst em r aw_500m
1 300 + (Number of  SYSAUX tablespace:

. *
instances * 250) dbnane_sysaux_r aw_800m

Number of 500 UNDOTBSH tablespace (One tablespace for each instance,
instances where 7 is the number of the instance):

dbname_undot bsn_raw_500m
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Table 3-1 (Cont.) Raw Disk Devices Required for Database Files on HP-UX

Number Size (MB) Purpose and Sample Alternative Device File Name
1 250 TEMP tablespace:
dbname_t enp_r aw_250m
1 160 EXAMPLE tablespace:
dbname_exanpl e_raw_160m
1 120 USERS tablespace:

dbnane_users_raw 120m

2*number 120
of instances

Two online redo log files for each instance (where # is the
number of the instance and m is the log number, 1 or 2):

dbnane_redon_m raw 120m

2 110 First and second control files:
dbnanme_control {1| 2} _raw 110m

1 5 Server parameter file (SPFILE):
dbname_spfile_raw 5m

1 5 Password file:

dbname_pwdfile_raw 5m

Table 3-2 Raw Disk Devices Required for CRS Files on HP-UX

Number Size (MB)

Purpose and Sample Alternative Device File Name

1 100

Oracle Cluster Registry:
ora_ocr_raw _100m

Note: You need to create this raw device only once on the
cluster. If you create more than one database on the cluster,
they all share the same Oracle Cluster Registry (OCR).

Oracle CRS voting disk:
ora_vote_raw 20m

Note: You need to create this raw device only once on the
cluster. If you create more than one database on the cluster,
they all share the same Oracle CRS voting disk.

To configure shared raw disk devices for CRS files, database files, or both, follow these

steps:

1. If you intend to use raw disk devices for database file storage, choose a name for
the database that you want to create.

The name that you choose must start with a letter and have no more than four
characters, for example, or cl .

2. Identify or configure the required disk devices.

The disk devices must be shared on all of the cluster nodes.

3. To make sure that the disks are available, enter the following command on every

node:

# [usr/shin/ioscan -fun -C disk

The output from this command is similar to the following:
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Cass | HWPath Driver SSWState H WType Description

di sk 0 0/0/1/0.6.0 sdisk CLAIMED DEVI CE HP  DVD- ROM 6x/ 32x
/ dev/ dsk/cOt6d0  /dev/ rdsk/ cOt 6d0
di sk 1 0/0/1/1.2.0 sdisk CLAIMED DEVI CE SEAGATE ST39103LC

[ dev/dsk/c1t2d0  /dev/rdsk/ clt2d0

This command displays information about each disk attached to the system,
including the block device name (/ dev/ dsk/ cxt ydz) and the character raw
device name (/ dev/ r dsk/ cxt ydz).

If the i oscan command does not display device name information for a device
that you want to use, enter the following command to install the special device
files for any new devices:

# lusr/shin/insf -e

For each disk that you want to use, enter the following command on any node to
verify that it is not already part of an LVM volume group:

# [ shin/pvdispl ay /dev/dsk/cxtydz

If this command displays volume group information, the disk is already part of a
volume group. The disks that you choose must not be part of an LVM volume

group.

Note: If you are using different volume management software, for
example VERITAS Volume Manager, refer to the appropriate
documentation for information about verifying that a disk is not in
use.

If the i oscan command shows different device names for the same device on any
node, follow these steps on every node:

a. Change directory to the / dev/ r dsk directory.

b. Enter the following command to list the raw disk device names and their
associated major and minor numbers:

#1s -la

The output from this command is similar to the following for each disk device:

Crwr--r-- 1 hin sys 188 0x032000 Nov 4 2003 c3t2d0

In this example, 188 is the device major number and 0x32000 is the device
minor number.

c. Enter the following command to create a new device file for the disk that you
want to use, specifying the same major and minor number as the existing
device file:

Note: Oracle recommends that you use the alternative device file
names shown in the previous table.

# nknod ora_ocr_raw_100m ¢ 188 0x032000
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7.

Repeat these steps on each node, specifying the correct major and minor
numbers for the new device files on each node.

Enter commands similar to the following on every node to change the owner,
group, and permissions on the character raw device file for each disk device that
you want to use:

Note: If you are using a multi-pathing disk driver with ASM,
make sure that you set the permissions only on the correct logical
device name for the disk.

If you created an alternative device file for the device, set the
permissions on that device file.

OCR:

# chown root:oinstall /dev/rdsk/cxtydz
# chnod 640 /dev/rdsk/cxtydz

CRS voting disk or database files:

# chown oracl e: dba /dev/rdsk/ cxtydz
# chnod 660 /dev/rdsk/cxtydz

If you are using raw disk devices for database files, follow these steps to create the
DBCA raw device mapping file:

Note: You must complete this procedure only if you are using raw
devices for database files. The DBCA raw device mapping file
enables the DBCA to identify the appropriate raw disk device for
each database file. You do not specify the raw devices for the Oracle
CRS files in the DBCA raw device mapping file.

Set the ORACLE_BASE environment variable to specify the Oracle base
directory that you identified or created previously:

— Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/u01/app/oracle ; export ORACLE BASE

- Cgshell:

% set env. ORACLE_BASE / u01/ app/ oracl e
Create a database file subdirectory under the Oracle base directory and set the
appropriate owner, group, and permissions on it:

# nkdir -p $ORACLE_BASE or adat a/ dbnane
# chown -R oracle:oinstall $ORACLE_BASE/ oradat a
# chnod -R 775 $ORACLE_BASE or adat a

In this example, dbnane is the name of the database that you chose
previously.
Change directory to the $ORACLE_BASE/ or adat a/ dbnane directory.

Using any text editor, create a text file similar to the following that identifies
the disk device file name associated with each database file.
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Oracle recommends that you use a file name similar to dbname_r aw. conf
for this file.

Note: The following example shows a sample mapping file for a
two-instance RAC cluster. Some of the devices use alternative disk
device file names. Make sure that the device file name that you
specify identifies the same disk device on all nodes.

syst en¥/ dev/ rdsk/ c2t 1d1
sysaux=/ dev/ rdsk/ c2t 1d2

exanpl e=/ dev/ r dsk/ c2t 1d3

user s=/ dev/ rdsk/ c2t 1d4

t enp=/ dev/ rdsk/ c2t 1d5

undot bs1=/ dev/ rdsk/ c2t 1d6

undot bs2=/ dev/ r dsk/ c2t 1d7
redol_1=/dev/rdsk/c2t1d8
redol_2=/dev/rdsk/ c2t1d9
redo2_1=/ dev/ rdsk/ c2t 1d10

redo2_2=/ dev/rdsk/c2t 1d11

control 1=/dev/rdsk/ c2t 1d12

control 2=/ dev/ rdsk/ c2t 1d13
spfile=/dev/rdsk/ dbname_spfile_raw 5m
pwdfi | e=/ dev/ r dsk/ dbname_pwdfil e_raw_5m

In this example, dbnane is the name of the database.
Use the following guidelines when creating or editing this file:
- Each line in the file must have the following format:
dat abase_obj ect _identifier=device_file_nane
The alternative device file names suggested in the previous table include
the database object identifier that you must use in this mapping file. For

example, in the following alternative disk device file name, r edo1_1 is
the database object identifier:

rac_redol 1 raw 120m

— For a RAC database, the file must specify one automatic undo tablespace

datafile (undot bsn) and two redo log files (r edon_1, r edon_2) for each

instance.
—  Specify at least two control files (cont r ol 1, cont r ol 2).

- To use manual instead of automatic undo management, specify a single

RBS tablespace datafile (r bs) instead of the automatic undo management

tablespace datafiles.
Save the file and note the file name that you specified.

When you are configuring the or acl e user’s environment later in this
chapter, set the DBCA_RAW_CONFIG environment variable to specify the
full path to this file.

When you are installing Oracle Cluster Ready Services, you must enter the paths
to the appropriate device files when prompted for the path of the OCR and CRS
voting disk, for example:

[ dev/ rdsk/ cxtydz
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10. To continue the installation, refer to the "Verify the Cluster Software
Configuration" section on page 3-42.

Configuring Shared Raw Logical Volumes for Oracle CRS or Database File
Storage

Note: The following subsections describe how to create logical
volumes using the command line. If you prefer, you can use SAM
to complete the same tasks. Refer to the HP-UX documentation for
more information about using SAM.

This section describes how to configure shared raw logical volumes for Oracle CRS
and database file storage. The procedures in this section describe how to create a new
shared volume group that contains the logical volumes required for both types of files.

To use shared raw logical volumes, HP Serviceguard Extension for RAC must be
installed on all cluster nodes. If HP Serviceguard Extension for RAC is not installed,
you can use shared raw disk devices to store the Oracle CRS or database files.
However, Oracle recommends that you use this method only for the CRS files and use
an alternative method such as ASM for database file storage.

Before you continue, review the following guidelines which contain important
information about using shared logical volumes with this release of Oracle Real
Application Clusters:

= You must use shared volume groups for Oracle CRS and database files.

= If you specify raw logical volumes for the Oracle Cluster Registry and Oracle CRS
voting disk during the Oracle CRS installation, the installation process configures
the Oracle CRS startup scripts to activate the volume group that contains these
logical volumes when Oracle CRS starts.

Note: You do not need to create a Serviceguard package to
activate the volume group that contains the Oracle CRS files.

= The Oracle CRS files require less than 200 MB of disk space. To make efficient use
of the disk space in a volume group, Oracle recommends that you use the same
shared volume group for the logical volumes for both the CRS files and the
database files.

= If you are upgrading an existing Oracle9i release 2 RAC installation that uses raw
logical volumes, you can use the existing SRVM configuration repository logical
volume for the OCR and create a new logical volume in the same volume group
for the Oracle CRS voting disk. However, before you install Oracle CRS, you must
remove this volume group from any Serviceguard package that currently activates
it.
See Also: For information about removing a volume group from

a Serviceguard package, refer to the HP Serviceguard or HP
Serviceguard Extension for RAC documentation.
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Note: If you are upgrading a database, you must also create a new
logical volume for the SYSAUX tablespace. Refer to the "Create
Raw Logical Volumes in the New Volume Group" section on

page 3-38 for more information about the requirements for the
Oracle CRS voting disk and SYSAUX logical volumes.

You must use either your own startup script or a Serviceguard package to activate
new or existing volume groups that contain only database files (not Oracle CRS
files).

See Also: For information about creating a Serviceguard package
to activate a shared volume group for RAC, refer to the HP
Serviceguard documentation.

All shared volume groups that you intend to use for Oracle CRS or database files
must be activated in shared mode before you start the installation.

All shared volume groups that you are using for RAC, including the volume
group that contains the Oracle CRS files, must be specified in the cluster
configuration file using the parameter OPS_VOLUME_GROUP.

Note: If you create a new shared volume group for RAC on an
existing HP Serviceguard cluster, you must reconfigure and restart
the cluster before installing Oracle CRS. Refer to the HP
Serviceguard documentation for information about configuring the
cluster and specifying shared volume groups.

The procedures in this section describe how to create basic volumes groups and
volumes. If you want to configure more complex volumes, using mirroring for
example, use this section in conjunction with the HP Serviceguard documentation.

Disable Operating System Activation of Shared Volume Groups

To prevent the operating system from activating shared volume groups when it boots,
you must edit the / et ¢/ | vnr c file on every node, as follows:

1.

Create a backup copy of the/ et ¢/ | vnr c file:

# cp /etc/lvmre /etc/lvmrc_orig

Openthe/ et c/ | vnr c file in any text editor and search for the AUTO_VG_
ACTIVATE flag.

If necessary, change the value of the AUTO_VG_ACTIVATE flag to 0, to disable
automatic volume group activation, as follows:

AUTO_VG_ACTI VATE=0

Search for the cust om vg_acti vati on function in the / et ¢/ | vnr c file.

Add vgchange commands to the function, as shown in the following example, to
automatically activate existing local volume groups:

customvg_activation()

{
# e.g. /shin/vgchange -ay -s
# paral | el _vg_sync "/dev/vg00 /dev/vg01l"
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# paral | el _vg_sync "/dev/vg02 /dev/vg03"

/ shin/vgchange -a y vg00
/ shin/vgchange -a y vg01
/'sbi n/vgchange -a y vg02

return 0

}

In this example, vg00, vg01, and vg02 are the volume groups that you want to
activate automatically when the system restarts.

Note: You must not specify any shared volume groups in this file.
The shared volume group that you use for Oracle CRS files will be
activated by the CRS startup scripts.

Create a Volume Group
To create a volume group, follow these steps:

1.
2.

If necessary, install the shared disks that you intend to use for the database.

To make sure that the disks are available, enter the following command on every
node:

# /sbin/ioscan -fun -C disk

The output from this command is similar to the following:

Cass | HWPath Driver SSWState H WType Description

di sk 0 0/0/1/0.6.0 sdisk CLAI MED DEVI CE HP  DVD- ROM 6x/ 32x
/ dev/ dsk/cOt6d0  /dev/ rdsk/ cOt 6d0

di sk 1 0/0/1/1.2.0 sdisk CLAI MeED DEVI CE SEAGATE ST39103LC
/dev/dsk/cl1t2d0  /dev/rdsk/clt 2d0

di sk 2 0/0/2/0.2.0 sdisk CLA MED DEVI CE SEAGATE ST118202LC
[ dev/dsk/c2t2d0  /dev/rdsk/c2t 2d0

This command displays information about each disk attached to the system,
including the block device name (/ dev/ dsk/ cxt ydz) and the character raw
device name (/ dev/ r dsk/ cxt ydz).

If the i oscan command does not display device name information for a device
that you want to use, enter the following command to install the special device
files for any new devices:

# [usr/sbhin/insf -e

For each disk that you want to add to the volume group, enter the following
command on any node to verify that it is not already part of an LVM volume

group:
# [ shin/pvdisplay /dev/dsk/cxtydz
If this command displays volume group information, the disk is already part of a

volume group.

For each disk that you want to add to the volume group, enter a command similar
to the following on any node:

# [ sbin/pvcreate /dev/rdsk/cxtydz
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6. To create a directory for the volume group in the / dev directory, enter a command
similar to the following, where vg_nane is the name that you want to use for the
volume group:

# nkdir /dev/vg_nane

7. To identify used device minor numbers, enter the following command on each
node of the cluster:
#1s -la /dev/*/group
This command displays information about the device numbers used by all
configured volume groups, similar to the following:
CrWr----- 1 root sys 64 0x000000 Mar 4 2002 /dev/vg00/ group
crwr--r-- 1 root sys 64 0x010000 Mar 4 2002 /dev/vg0l/ group

In this example, 64 is the major number used by all volume group devices and
0x000000 and 0x010000 are the minor numbers used by volume groups vg00 and
vg01 respectively. Minor numbers have the format 0xnn0000, where n# is a
number in the range 00 to the value of the maxvgs kernel parameter minus 1. The
default value for the maxvgs parameter is 10, so the default range is 00 to 09.

8. Identify an appropriate minor number that is unused on all nodes in the cluster.

9. To create the volume group and activate it, enter commands similar to the
following:

# [sbin/mknod /dev/vg_name/ group ¢ 64 0xnn0000
# [shin/vgcreate /dev/vg_name /dev/dsk/cxtydz .
# [ shin/vgchange -a y vg_nane

In this example:
= vg_nane is the name that you want to give to the volume group
= 0xnn00O0O is a minor number that is unused on all nodes in the cluster

« [/dev/dsk/cxtydz. .. isalist of one or more block device names for the
disks that you want to add to the volume group

Create Raw Logical Volumes in the New Volume Group

To create the required raw logical volumes in the new volume group, follow these
steps:

1. Choose a name for the database that you want to create.

The name that you choose must start with a letter and have no more than four
characters, for example, or cl .

2. Identify the logical volumes that you must create.

Table 3-3 lists the number and size of the logical volumes that you must create for
database files. Table 3—4 lists the number and size of the logical volumes that you
must create for CRS files.

Table 3-3 Raw Logical Volumes Required for Database Files on HP-UX

Number  Size (MB) Purpose and Sample Logical Volume Name

1 500 SYSTEM tablespace:
dbname_syst em raw_500m
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Table 3-3 (Cont.) Raw Logical Volumes Required for Database Files on HP-UX

Number  Size (MB)

Purpose and Sample Logical Volume Name

1 300 + SYSAUX tablespace:
fi‘;;i): Sf dbname_sysaux_r aw_800m
250)
Number 500 UNDOTBSH tablespace (One tablespace for each instance, where n
of is the number of the instance):
instances dbnane_undot bsn_raw 500m
1 250 TEMP tablespace:
dbnane_t enp_r aw_250m
1 160 EXAMPLE tablespace:
dbnane_exanpl e_raw_160m
1 120 USERS tablespace:
dbnane_users_raw 120m
2% 120 Two online redo log files for each instance (where # is the number
number of of the instance and m is the log number, 1 or 2):
instances dbnane_redon_m raw 120m
2 110 First and second control files:
dbname_control {1] 2} _raw 110m
1 5 Server parameter file (SPFILE):
dbnane_spfil e_raw 5m
1 5 Password file:
dbname_pwdfile_raw 5m
Table 3-4 Raw Logical Volumes Required for CRS Files on HP-UX

Number  Size (MB)

Purpose and Sample Logical Volume Name

1

100

20

Oracle Cluster Registry:
ora_ocr_raw_100m

Note: You need to create this raw logical volume only once on the
cluster. If you create more than one database on the cluster, they all
share the same Oracle Cluster Registry (OCR).

If you are upgrading from Oracle9i Release 2, you can continue to
use the raw device that you used for the SRVM configuration
repository instead of creating this new logical volume.

Oracle CRS voting disk:
ora_vote_raw 20m

Note: You need to create this raw logical volume only once on the
cluster. If you create more than one database on the cluster, they all
share the same Oracle CRS voting disk.

To create each required logical volume, enter a command similar to the following:

# Isbhin/lvcreate -n LVname -L size /dev/vg_name

In this example:

= LVnane is the name of the logical volume that you want to create
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Oracle recommends that you use the sample names shown in the previous
table for the logical volumes. Substitute the dbnane variable in the sample
logical volume name with the name that you chose for the database in step 1.

= vg_nane is the name of the volume group where you want to create the
logical volume

= Si ze is the size of the logical volume in megabytes

The following example shows a sample command used to create an 800 MB logical
volume in the or acl e_vg volume group for the SYSAUX tablespace of a database
named t est:

# Isbin/lvcreate -n test_sysaux_raw 800m -L 800 /dev/oracle_vg
Change the owner, group, and permissions on the character device files associated
with the logical volumes that you created, as follows:

# chown oracl e: dba /dev/vg_name/r*
# chnod 755 /dev/vg_nane
# chnod 660 /dev/vg_nane/r*

Change the owner and group on the character device file associated with the
logical volume for the Oracle Cluster Registry, as follows:

# chown root:oinstall /dev/vg_name/rora_ocr_raw _100m

Export the Volume Group and Import It on the Other Cluster Nodes

To export the volume group and import it on the other cluster nodes, follow these
steps:

1.

Deactivate the volume group:

# [ shin/vgchange -a n vg_nane

To export the description of the volume group and its associated logical volumes
to a map file, enter a command similar to the following:

# [ sbin/vgexport -v -s -p -m/tnp/vg_name. map /dev/vg_nane

Enter commands similar to the following to copy the map file to the other cluster
nodes:

# rcp /tnp/vg_name. map nodenane:/tnp/ vg_name. map

Enter commands similar to the following on the other cluster nodes to import the
volume group that you created on the first node:

# nkdir /dev/vg_nane
# [ sbin/nmknod /dev/vg_name/ group ¢ 64 0xnn0000
# [sbin/vginmport -v -s -m/tnp/vg_nane. map /dev/vg_name

Enter commands similar to the following on the other cluster nodes to change the
owner, group, and permissions on the character device files associated with the
logical volumes that you created:

# chown oracl e: dba /dev/vg_nane/r*
# chnod 755 /dev/vg_nane
# chnod 660 /dev/vg_nane/r*

Change the owner and group on the character device file associated with the
logical volume for the Oracle Cluster Registry, as follows:
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# chown root:oinstall /dev/vg_name/rora_ocr_raw _100m

Activate the Volume Group in Shared Mode on All Cluster Nodes

To activate the volume group in shared mode on all cluster nodes, enter the following
command on each node:

# [ shin/vgchange -a s vg_nane

Note: After you install Oracle CRS, the CRS startup scripts use
this command to activate the volume group automatically when the
node boots.

Create the DBCA Raw Device Mapping File

Note: You must complete this procedure only if you are using raw
logical volumes for database files. You do not specify the raw
logical volumes for the Oracle CRS files in the DBCA raw device
mapping file.

To enable Database Configuration Assistant (DBCA) to identify the appropriate raw
device for each database file, you must create a raw device mapping file, as follows:

1. Set the ORACLE_BASE environment variable to specify the Oracle base directory
that you identified or created previously:

« Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/u01/app/oracle ; export ORACLE BASE

«  Cshell:
% set env. ORACLE_BASE / u01/ app/ oracl e
2. Create a database file subdirectory under the Oracle base directory and set the
appropriate owner, group, and permissions on it:

# nkdir -p $ORACLE_BASE or adat a/ dbnane

# chown -R oracle:oinstall $ORACLE_BASE/ oradat a

# chnod -R 775 $ORACLE_BASE or adat a

In this example, dbnane is the name of the database that you chose previously.
3. Change directory to the SORACLE_BASE/ or adat a/ dbnare directory.

4. Enter a command similar to the following to create a text file that you can use to
create the raw device mapping file:

# find /dev/vg_nane -user oracle -name 'r*’ -print > dbname_raw. conf

5. Edit the dbname_r aw. conf file in any text editor to create a file similar to the
following:

Note: The following example shows a sample mapping file for a
two-instance RAC cluster.
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syst en¥/ dev/ vg_nane/ r dbname_syst em raw_500m
sysaux=/ dev/ vg_name/ r dbname_sysaux_r aw _800m
exanpl e=/ dev/ vg_nane/ r dbnane_exanpl e_raw_160m
user s=/ dev/ vg_nane/ r dbnane_users_raw_120m

t enp=/ dev/ vg_nane/ r dbnane_t enp_raw_250m

undot bs1=/ dev/ vg_nane/ r dbnane_undot bs1_raw 500m
undot bs2=/ dev/ vg_nane/ r dbnane_undot bs2_r aw 500m
redol_1=/dev/vg_nane/rdbnane_redol_1 raw 120m
redol_2=/dev/vg_nane/ rdbnane_redol_2_raw 120m
redo2_1=/ dev/vg_nane/ r dbnane_redo2_1 raw_120m
redo2_2=/ dev/ vg_nane/ r dbname_redo2_2_raw_120m
control 1=/ dev/vg_nane/ rdbnane_control 1_raw_110m
control 2=/ dev/ vg_name/ rdbname_control 2_raw_110m
spfil e=/ dev/vg_name/rdbname_spfile_raw 5m

pwdfi | e=/ dev/ vg_nane/ r dbname_pwdfi |l e_raw _5m

In this example:
= vg_nane is the name of the volume group
= dbnamne is the name of the database
Use the following guidelines when creating or editing this file:
= Each line in the file must have the following format:
dat abase_obj ect _i denti fi er=l ogi cal _vol une
The logical volume names suggested in this manual include the database

object identifier that you must use in this mapping file. For example, in the
following logical volume name, r edo1_1 is the database object identifier:

/dev/oracl e_vg/rac_redol_1 raw 120m
= For a RAC database, the file must specify one automatic undo tablespace

datafile (undot bsn) and two redo log files (r edon_1, r edon_2) for each
instance.

= Specify at least two control files (contr ol 1, contr ol 2).

= To use manual instead of automatic undo management, specify a single RBS
tablespace datafile (r bs) instead of the automatic undo management
tablespace datafiles.

6. Save the file and note the file name that you specified.

7. When you are configuring the or acl e user’s environment later in this chapter, set
the DBCA_RAW_CONFIG environment variable to specify the full path to this
file.

Verify the Cluster Software Configuration

Note: HP Serviceguard is not required. However, if it is installed,
Oracle CRS can integrate with it.

To verify that the HP Serviceguard software is running;:
1. If necessary, configure (or reconfigure) the cluster.

2. Verify that HP Serviceguard is configured to start automatically at runlevel 3.
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3. To verify that HP Serviceguard is running correctly, enter the following command:

# [usr/sbhin/cnviewcl -v

Verify that the cluster status is up, and that all nodes are up and running.
4. If the cluster is not running, enter the following command to start it:
# [ usr/shin/ cnruncl
5. If any nodes are not running, enter a command similar to the following to start the
cluster daemon on those nodes:
# [usr/shin/cnrunnode nodenamel nodenane2...
If you intend to use Hyper Messaging protocol as the cluster interconnect, enter the
following command to verify that the HyperFabric software is configured properly:
# lopt/clic/bin/clic_stat -d NET
In the output from this command, verify that all of the cluster nodes are listed in the

Node Table Entries section. If a node is missing, refer to the HyperFabric
documentation for more information about configuring the software.

Stop Existing Oracle Processes

Caution: If you are installing additional Oracle Database 10g
products in an existing Oracle home, stop all processes running in
the Oracle home. You must complete this task to enable the Installer
to relink certain executables and libraries.

If you choose to create a database during the installation, most installation types
configure and start a default Oracle Net listener using TCP/IP port 1521 and the IPC
key value EXTPROC. However, if an existing Oracle Net listener process is using the
same port or key value, the Installer can only configure the new listener; it cannot start
it. To ensure that the new listener process starts during the installation, you must shut
down any existing listeners before starting the Installer.

To determine whether an existing listener process is running and to shut it down if
necessary, follow these steps:

1. Switch user to or acl e:
# su - oracle
2. Enter the following command to determine whether a listener process is running
and to identify its name and the Oracle home directory in which it is installed:
$ ps -ef | grep tnslsnr
This command displays information about the Oracle Net listeners running on the
system:
. oracle_honel/bin/tnslsnr LI STENER -inherit

In this example, or acl e_homel is the Oracle home directory where the listener is
installed and LI STENERs the listener name.
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Note: If no Oracle Net listeners are running, refer to the
"Configure the oracle User’s Environment" section on page 3-44 to
continue.

3. Set the ORACLE_HOME environment variable to specify the appropriate Oracle
home directory for the listener:

« Bourne, Bash, or Korn shell:
$ ORACLE_HOME=or acl e_honel
$ export ORACLE_HOMVE
« Cor tcsh shell:
% set env. ORACLE_HOME or acl e_honel
4. Enter the following command to identify the TCP/IP port number and IPC key
value that the listener is using:

$ $ORACLE_HOME/ bin/lsnrctl status |istenernanme

Note: If the listener uses the default name LISTENER, you do not
have to specify the listener name in this command.

5. Enter a command similar to the following to stop the listener process:

$ $ORACLE_HOWE/ bin/lsnrctl stop |istenernane

6. Repeat this procedure to stop all listeners running on this system and on all other
cluster nodes.

Configure the oracle User’s Environment

You run the Installer from the or acl e account. However, before you start the Installer
you must configure the environment of the or acl e user. To configure the
environment, you must:

= Set the default file mode creation mask (umask) to 022 in the shell startup file.
«  Set the DISPLAY and ORACLE_BASE environment variables.

To set the or acl e user’s environment, follow these steps:

1. Start a new terminal session, for example, an X terminal (xt er m.

2. Enter the following command to ensure that X Window applications can display
on this system:

$ xhost +

3. If you are not already logged in to the system where you want to install the
software, log in to that system as the or acl e user.

4. If you are not logged in as the or acl e user, switch user to or acl e:

$ su - oracle

5. To determine the default shell for the or acl e user, enter the following command:

$ echo $SHELL
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10.

11.

12.

Open the or acl e user’s shell startup file in any text editor:
«  Bourne shell (sh), Bash shell (bash), or Korn shell (ksh):
$ vi .profile

» Cshell (cshortcsh):
%vi .login
Enter or edit the following line, specifying a value of 022 for the default file mode
creation mask:
umask 022
If the ORACLE_SID, ORACLE_HOME, or ORACLE_BASE environment variables
are set in the file, remove the appropriate lines from the file.
Save the file and exit from the editor.
To run the shell startup script, enter one of the following commands:
« Bourne, Bash, or Korn shell:

$. ./.profile

« Cshell:
% source ./.login
If you are not installing the software on the local system, enter a command similar
to the following to direct X applications to display on the local system:
« Bourne, Bash, or Korn shell:

$ DI SPLAY=l ocal _host: 0.0 ; export DI SPLAY

« Cshell:
% setenv DI SPLAY | ocal host: 0.0

In this example, | ocal _host is the host name or IP address of the system that
you want to use to display the Installer (your workstation or PC).

If you determined that the / t np directory has less than 400 MB of free disk space,
identify a file system with at least 400 MB of free space and set the TEMP and
TMPDIR environment variables to specify a temporary directory on this file
system:

a. Use the bdf command to identify a suitable file system with sufficient free
space.

b. If necessary, enter commands similar to the following to create a temporary
directory on the file system that you identified, and set the appropriate
permissions on the directory:

$ su - root

# nkdir /nount_point/tnp

# chnod a+w /mount _point/tnp
# exit

c. Enter commands similar to the following to set the TEMP and TMPDIR
environment variables:
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*  Bourne, Bash, or Korn shell:

$ TEMP=/ nount _poi nt/t np
$ TWPDI R=/ nount _poi nt/tnp
$ export TEMP TMPDI R

*  Cshell:
% setenv TEMP /nount _point/tnp
% setenv TMPDI R / mount _poi nt/tnp
13. Enter commands similar to the following to set the ORACLE_BASE environment
variable:
« Bourne, Bash, or Korn shell:
$ ORACLE_BASE=/u01/ app/ oracl e
$ export ORACLE BASE
« Cshell:
% set env. ORACLE_BASE / u01/ app/ oracl e
In these examples, / u01/ app/ or acl e is the Oracle base directory that you
created or identified earlier.

14. If you are using raw devices for database file storage, set the DBCA_RAW_
CONFIG environment variable to specify the full path to the raw device mapping
file:

« Bourne, Bash, or Korn shell:

$ DBCA_RAW CONFI G=$ORACLE_BASE/ or adat a/ dbnane/ dbnane_r aw. conf
$ export DBCA_RAW CONFI G

= Cshell:
% set env DBCA_RAW CONFI G=$ORACLE_BASE/ or adat a/ dbnane/ dbnane_r aw. conf
15. Enter the following command to ensure that the ORACLE_HOME and TNS_
ADMIN environment variables are not set:
« Bourne, Bash, or Korn shell:

$ unset ORACLE HOME
$ unset TNS_ADM N

« Cshell:

% unset env ORACLE_HOVE
% unsetenv. TNS_ADM N

Note: If the ORACLE_HOME environment variable is set, the
Installer uses the value that it specifies as the default path for the
Oracle home directory. However, if you set the ORACLE_BASE
environment variable, Oracle recommends that you unset the
ORACLE_HOME environment variable and choose the default
path suggested by the Installer.

16. To verify that the environment has been set correctly, enter the following
commands:
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$ umask
$ env | nore

Verify that the umask command displays a value of 22, 022, or 0022 and that the
environment variables you set in this section have the correct values.

Pre-Installation Tasks for RAC on HP-UX 3-47



Configure the oracle User's Environment

3-48 Oracle Real Application Clusters Installation and Configuration Guide



A

Pre-Installation Tasks for RAC on hp Tru64

UNIX

This chapter describes the tasks that you must complete before you start the Oracle
Universal Installer (OUI). It includes information about the following tasks:

Log In to the System as root

Check the Hardware Requirements

Check the Network Requirements

Check the Software Requirements

Create Required UNIX Groups and User

Configure Kernel Subsystem Attributes

Identify Required Software Directories

Identify or Create an Oracle Base Directory

Create the CRS Home Directory

Choose a Storage Option for Oracle CRS, Database, and Recovery Files
Create Directories for Oracle CRS, Database, or Recovery Files
Configure Disks for Automatic Storage Management

Verify that the Cluster Software is Running

Stop Existing Oracle Processes

Configure the oracle User’s Environment

Log In to the System as root

Before you install the Oracle software, you must complete several tasks as the r oot
user. To log in as the r oot user, complete one of the following procedures:

Note: Unless you intend to complete a silent-mode installation,
you must install the software from an X Window System
workstation, an X terminal, or a PC or other system with X server
software installed.

For more information about silent-mode installations, refer to
Appendix B.
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If you are installing the software from an X Window System workstation or X
terminal:

1. Start a local terminal session, for example, an X terminal (xt er mj.

2. If you are not installing the software on the local system, enter the following
command to enable remote hosts to display X applications on the local X
server:

$ xhost +
3. If you are not installing the software on the local system, use the ssh, r | ogi n,

ort el net commands to connect to the system where you want to install the
software:

$ telnet remote_host

4. If you are not logged in as the r oot user, enter the following command to
switch user to r oot :

$ su - root
passwor d:
#

If you are installing the software from a PC or other system with X server software
installed:

Note: If necessary, refer to your X server documentation for more
information about completing this procedure. Depending on the X
server software that you are using, you may need to complete the
tasks in a different order.

1. Start the X server software.

2. Configure the security settings of the X server software to permit remote hosts
to display X applications on the local system.

3. Connect to the remote system where you want to install the software and start
a terminal session on that system, for example, an X terminal (xt er m).

4. If you are not logged in as the r 0ot user on the remote system, enter the
following command to switch user to r oot :

$ su - root
passwor d:
#

Check the Hardware Requirements

Each system must meet the following minimum hardware requirements:

512 MB of physical RAM
1 GB of swap space (or twice the size of RAM)

On systems with 2 GB or more of RAM, the swap space can be between one and
two times the size of RAM.

400 MB of disk space in the / t np directory

Up to 4 GB of disk space for the Oracle software, depending on the installation
type and platform
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= 1.2 GB of disk space for a preconfigured database that uses file system storage
(optional)

Note: The disk space requirement for databases that use
Automatic Storage Management (ASM) or raw device storage is
described later in this chapter.

Additional disk space, either on a file system or in an ASM disk group, is required
for the flash recovery area if you choose to configure automated backups.

To ensure that each system meets these requirements, follow these steps:

1. To determine the physical RAM size, enter the following command:
# Ibin/vnstat -P | grep "Total Physical Menory"
If the size of the physical RAM installed in the system is less than the required
size, you must install more memory before continuing.

2. To determine the size of the configured swap space, enter the following command:
# [ sbin/swapon -s
If necessary, refer to your operating system documentation for information about
how to configure additional swap space.

3. To determine the amount of disk space available in the / t mp directory, enter the
following command:

# df -k /tnp
If there is less than 400 MB of disk space available in the / t np directory, complete
one of the following steps:

= Delete unnecessary files from the / t np directory to achieve the required disk
space.

= Set the TEMP and TMPDIR environment variables when setting the or acl e
user’s environment (described later).

= Extend the file system that contains the / t np directory. If necessary, contact
your system administrator for information about extending file systems.

4. To determine the amount of free disk space on the system, enter the following
command:

# df -k

Check the Network Requirements

Check that you have the networking hardware and internet protocol (IP) addresses
required for an Oracle Real Application Clusters installation.

Note: For the most up-to-date information about supported
network protocols and hardware for RAC installations, refer to the
Certify pages on the OracleMetaLink Web site:

http://metalink.oracle.com
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Network Hardware Requirements
Each node in the cluster must meet the following requirements:

Each node must have at least two network adapters; one for the public network
interface and one for the private network interface (the interconnect).

The interface names associated with the network adapters for each network must
be the same on all nodes.

For increased reliability, you can configure redundant public and private network
adapters for each node.

For the public network, each network adapter must support TCP/IP.

For the private network, Oracle supports the following interconnect protocols and
hardware:

- Reliable datagram (RDG) using Memory Channel adapters and hubs

- RDG or user datagram protocol (UDP) using high-speed network adapters
and switches that support TCP/IP (Gigabit Ethernet or better recommended)

Note: RDG is the default interconnect protocol for RAC and TCP
is the interconnect protocol for Oracle CRS.

To use UDP as the interconnect protocol for RAC, you must relink
the or acl e executable. Refer to the Oracle Database Administrator’s
Reference for UNIX Systems for more information about enabling
UDP for RAC on Tru64 UNIX systems.

IP Address Requirements

Before starting the installation, you must identify or obtain the following IP addresses
for each node:

An IP address and an associated host name registered in the domain name service
(DNS) for each public network interface

One unused virtual IP address and an associated virtual host name registered in
DNS that you will configure for the primary public network interface

The virtual IP address must be in the same subnet as the associated public
interface. After installation, you can configure clients to use the virtual host name
or IP address. If a node fails, its virtual IP address fails over to another node.

A private IP address and optional host name for each private interface

Oracle recommends that you use non-routable IP addresses for the private
interfaces, for example: 10.*.*.* or 192.168.*.*. You can use the / et ¢/ host s file on
each node to associate private host names with private IP addresses.

For example, if each node has two public and two private interfaces, you might have
the following host names and IP addresses on one of the nodes (r ac1) and similar
host names and IP addresses on the other nodes:

Host Name Type IP Address Registered In
racl. nydonai n. com Public 143.47.43.100 DNS
racl- 2. mydomai n. com Public 143.46.51.101 DNS
racl-vip. nydonai n. com Virtual 143.47.43.104 DNS
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Host Name Type IP Address Registered In
racl-privl Private 10.0.0.1 /etc/ hosts
racl-priv2 Private 10.0.0.2 /etc/ hosts

Checking the Network Requirements
To verify that each node meets the requirements, follow these steps:

1. If necessary, install the network adapters for the public and private networks and
configure them with either public or private IP addresses.

2. Register the host names and IP addresses for the public network interfaces in
DNS.

3. For each node, register one virtual host name and IP address in DNS.

4. For each private interface on every node, add a line similar to the following to the
/ et c/ host s file on all nodes, specifying the private IP address and associated
private host name:

10.0.0.1 racl-privl

5. To identify the interface name and associated IP address for every network
adapter, enter the following command:
# Isbhin/ifconfig -a

From the output, identify the interface name and IP address for all network
adapters that you want to specify as public or private network interfaces.

Note: When you install Oracle CRS and RAC, you will require
this information.

Check the Software Requirements

Refer to the following section for information about checking the software
requirements.

Note: The Oracle Universal Installer performs checks on your
system to verify that it meets the requirements listed for your
platform. To ensure that these checks pass, verify the requirements
before you start the Installer.

Checking the Software Requirements
Check that the required software and patches are installed on the system.

Check for Required Software

Depending on the products that you intend to install, verify that the following
software is installed on the system. The procedure following the table describes how to
check these requirements.
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Installation Type or

Product Requirement
All installations Operating system version:
HP Tru64 UNIX V5.1B

Software Development Kit (SDK) v 1.4.2 for the Tru64 UNIX
Operating System for the Java Platform (JDK 1.4.2)

Operating system subsets:

CSFCVPLRS
CSFLI BA
OSFPGWR
OSFSER
OSFX11

Oracle Real Application HP TruCluster 5.1B:

Clusters TCRBASE
TCRM GRATE

Oracle DCE Integration DCE v4.3.1 or later:
(part of Oracle Advanced
Security) or Oracle Net g.%?g
protocol support for DCE
DCESEC

Oracle Spatial X Window and X/Motif software:

CSFXDEVX
OSFXI NCLUDE
OSFXLI BA

Note: This software is required only to build the sample
programs.

Oracle Messaging Gateway IBM MQSeries V5.1 client and server:

MQS_CLI ENT
MXS_SERVER

MQSeries classes for Java and MQSeries classes for Java Message
Service V5.2.2 (SupportPac MAS8S):

MXS_MUIAVA
PL/SQL native compilation, Compaq C Compiler V6.5-207 (dtk):
*
Pro*C/C, DTOCMPLR

Oracle Call Interface,
Oracle C++ Call Interface, = Compaq C++ Version 6.5-014:
Oracle XML Developer’s Kit CXXBASE

(XDK) oLl B
CXXQLD

Oracle JDBC/OCI Drivers ~ You can use the following optional JDK versions with the Oracle
JDBC/OCI drivers, however they are not required for the
installation:

« SDKv13.1-5
« SDKv1.22-12

Note: SDK v 1.4.2 must be installed before you install the
software.
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Installation Type or

Product Requirement
Oracle Transparent Either of the following:
Gateway for Sybase

= Sybase Adaptive Server Enterprise V12 or 12.5
= Sybase Open Client V12 or 12.5

Open Client is required if the Sybase server is not on the
local node.

To ensure that the system meets these requirements, follow these steps:

1. To determine which version of Tru64 UNIX is installed, enter the following
command:

# lusr/sbin/sizer -v

Conpaq Tru64 UNI X V5.1B (Rev. 2650); Mon Nov 3 10:13:28 PST 200

In this example, the version shown is V5.1B. If necessary, refer to your operating

system documentation for information about upgrading the operating system.
2. To determine whether Java SDK 1.4.2 is installed, enter the following command:

# lusr/sbin/setld -i JAVA142 | nore

If Java SDK 1.4.2 is installed, this command displays the paths to all of the

installed files. Note the path of the Java home directory. You must specify this
value during the installation. The default path is:

[usr/opt/javald2
If this command returns the message Unknown subset, Java SDK 1.4.2 is not

installed. Download Java SDK 1.4.2-3 or higher from the following Web site and
install it:

http: // ww. conpaq. conl j ava/ downl oad/ i ndex. ht ni
3. To determine whether the required software subsets are installed, enter one of the
following commands:

= Toview the list of all software subsets installed on the system, enter the
following command:

# lusr/sbin/setld -i | nore
= To determine whether a particular software subset is installed, enter a
command similar to the following:
# lusr/sbin/setld -i | grep subsetname
If necessary, install the required software subset. If you require the Compaq C
Compiler V6.5-207 (dtk), you can download it from the following Web site:
http:// ww. tru64uni x. conpaq. con dt k/
4. If you intend to use Oracle Messaging Gateway and require MQSeries classes for

Java and MQSeries classes for Java Message Service (SupportPac MASS),
download it from the following Web site:

http:// ww. i bm coni sof t ware/ i nt egrati on/ support/support pacs/indivi dual / ma88. ht m
I
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Check for Required Patches

Depending on the products that you intend to install, verify that the following patches
are installed on the system. The procedure following the table describes how to check
these requirements.

Installation Type or
Product Requirement

All installations Tru64 UNIX V5.1B Patch Kit 2 or higher:
T64V51BB22AS0002- 20030415

The following patch kits are also required:

=  HP Tru64 UNIX 5.1B PK2 BL22 Fixes for AdvFS Panic in _
OtsMove; and Possible Memory Corruption:

T64KI T0020879- V51BB22- E- 20031125
«  HP Tru64 UNIX - Problem with IP Multicast Packets:
T64KI T0019662- \/51BB22- E- 20030818

«  HP Tru64 UNIX V5.1B PK2 (BL22) ERP Kit - Fix for Multiple
applications may be granted an exclusive lock on the same file:

T64KI T0021665- V51BB22- E- 20040220

«  Tru64 UNIX V5.1B PK2/BL22 Early Release Patch - Fix for
Potential Application Core Dump:

T64KI T0021681- V51BB22- E- 20040223

Oracle Messaging Corrective service diskette (CSD) for MQSeries:
Gateway CSD09 or later for MQSeries V5.1

To determine whether the required patch kits are installed, enter the following
command:

# [usr/sbin/dupatch -track -type kit
If this command does not display the identifiers shown in the previous table for the
required patch kits (or the identifier for a higher patch kit level), download the latest

patch kit from the following Web site and install it (registration is required to access
this Web site):

http://itrc. hp.con service/ pat ch/ mai nPage. do
If you require a CSD for MQSeries, refer to the following Web site for download and
installation information:

http:// ww. i bm coni sof t war e/ i ntegrati on/ ngf am | y/ support/ summary/ di g. ht m

Create Required UNIX Groups and User

Depending on whether this is the first time Oracle software is being installed on this
system and on the products that you are installing, you may need to create several
UNIX groups and a UNIX user.

The following UNIX groups and user are required if you are installing Oracle
Database:

= The OSDBA group (dba)
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You must create this group the first time you install Oracle Database software on
the system. It identifies UNIX users that have database administrative privileges
(the SYSDBA privilege). The default name for this group is dba.

If you want to specify a group name other than the default dba group, you must
choose the Custom installation type to install the software or start the Installer as a
user that is not a member of this group. In this case, the Installer prompts you to
specify the name of this group.

« The OSOPER group (oper)

This is an optional group. Create this group if you want a separate group of UNIX
users to have a limited set of database administrative privileges (the SYSOPER
privilege). By default, members of the OSDBA group also have the SYSOPER
privilege.

If you want to specify a separate OSOPER group, other than the default dba
group, you must choose the Custom installation type to install the software or
start the Installer as a user that is not a member of the dba group. In this case, the
Installer prompts you to specify the name of this group. The usual name chosen
for this group is oper .

= Anunprivileged user (nobody)

You must verify that the unprivileged user nobody exists on the system. The
nobody user must own the external jobs (ext j 0b) executable after the
installation.

The following UNIX group and user are required for all installations:
= The Oracle Inventory group (oi nstal |')

You must create this group the first time you install Oracle software on the system.
The usual name chosen for this group is oi nst al | . This group owns the Oracle
inventory, which is a catalog of all Oracle software installed on the system.

Note: If Oracle software is already installed on the system, the
existing Oracle Inventory group must be the primary group of the
UNIX user that you use to install new Oracle software. The
following sections describe how to identify an existing Oracle
Inventory group.

» The Oracle software owner user (or acl e)

You must create this user the first time you install Oracle software on the system.
This user owns all of the software installed during the installation. The usual name
chosen for this user is or acl e. This user must have the Oracle Inventory group as
its primary group. It must also have the OSDBA and OSOPER groups as a
secondary groups.

A single Oracle Inventory group is required for all installations of Oracle software on
the system. After the first installation of Oracle software, you must use the same
Oracle Inventory group for all subsequent Oracle software installations on that system.
However, you can choose to create different Oracle software owner users, OSDBA
groups, and OSOPER groups (other than or acl e, dba, and oper ) for separate
installations. By using different groups for different installations, members of these
different groups have DBA privileges only on the associated databases rather than on
all databases on the system.
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See Also: The Oracle Database Administrator’s Reference for UNIX
Systems and the Oracle Database Administrator’s Guide contain more
information about the OSDBA and OSOPER groups and the
SYSDBA and SYSOPER privileges.

The following sections describe how to create the required UNIX user and groups.

Note: The following sections describe how to create local users
and groups. As an alternative to creating local users and groups,
you could create the appropriate users and groups in a directory
service, for example, Network Information Services (NIS). For
information about using directory services, contact your system
administrator or refer to your operating system documentation.

Creating the Oracle Inventory Group

You must create the Oracle Inventory group if it does not already exist. The following
subsections describe how to determine the Oracle Inventory group name, if it exists,
and how to create it if necessary.

Determine Whether the Oracle Inventory Group Exists

When you install Oracle software on the system for the first time, the Installer creates
the or al nst . | oc file. This file identifies the name of the Oracle Inventory group and
the path of the Oracle Inventory directory. To determine whether the Oracle Inventory
group exists, enter the following command:

# nore /var/opt/oracle/oralnst.loc

If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nventory_| oc=/u01/ app/ oracl e/ or al nventory

i nst_group=oi nstal |

The i nst _gr oup parameter shows the name of the Oracle Inventory group
(oi nstall).

Create the Oracle Inventory Group

If the or al nst . | oc file does not exist, enter the following command to create the
oi nstal | group:

# [usr/sbin/groupadd oinstall

Creating the OSDBA Group

You must create an OSDBA group in the following circumstances:

= An OSDBA group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= An OSDBA group exists, but you want to give a different group of UNIX users
database administrative privileges in a new Oracle installation

If the OSDBA group does not exist or if you require a new OSDBA group, enter the
following command to create the dba group. Use the group name dba unless a group
with that name already exists.
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# [usr/sbin/groupadd dba

Creating an OSOPER Group (Optional)

Create an OSOPER group only if you want to identify a group of UNIX users with a
limited set of database administrative privileges (SYSOPER operator privileges). For
most installations, it is sufficient to create only the OSDBA group. If you want to use
an OSOPER group, you must create it in the following circumstances:

= If an OSOPER group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= If an OSOPER group exists, but you want to give a different group of UNIX users
database operator privileges in a new Oracle installation

If you require an new OSOPER group, enter the following command to create the
oper group. Use the group name oper unless a group with that name already exists.

# [usr/shin/groupadd oper

Creating the Oracle Software Owner User

You must create an Oracle software owner user in the following circumstances:

« If an Oracle software owner user does not exist, for example, if this is the first
installation of Oracle software on the system

« If an Oracle software owner user exists, but you want to use a different UNIX user,
with different group membership, to give database administrative privileges to
those groups in a new Oracle Database installation

Determine Whether an Existing Oracle Software Owner User Exists

To determine whether an Oracle software owner user named or acl e exists, enter the
following command:

#id oracle

If the or acl e user exists, the output from this command is similar to the following:

ui d=440( or acl e) gi d=200( oi nstal|) groups=201(dba), 202(oper)

If the user exists, determine whether you want to use the existing user or create a new
user. If you want to use the existing user, ensure that the user’s primary group is the
Oracle Inventory group and that it is a member of the appropriate OSDBA and
OSOPER groups. Refer to one of the following sections for more information:

Note: If necessary, contact your system administrator before using
or modifying an existing user.

= If you want to use the existing Oracle software owner user, and the user’s primary
group is the Oracle Inventory group, refer to the Verifying that the UNIX User
nobody Exists section on page 4-12.

= To modify an existing user, refer to the "Modify an Existing Oracle Software
Owner User" section on page 4-12.

= To create a new user, refer to the following section.
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Create a New Oracle Software Owner User

If the Oracle software owner user does not exist or if you require a new Oracle
software owner user, create it as follows. Use the user name or acl e unless a user with
that name already exists.

1. To create the or acl e user, enter a command similar to the following;:

# [usr/sbhin/useradd -g oinstall -G dba[,oper] oracle

In this command:

— The - g option specifies the primary group, which must be the Oracle
Inventory group, for example oi nst al |

— The - Goption specifies the secondary groups, which must include the OSDBA
group and if required, the OSOPER group, for example dba or dba, oper

2. Set the password of the or acl e user:
# passwd oracle

Refer to the "Verifying that the UNIX User nobody Exists" section on page 4-12 to
continue.

Modify an Existing Oracle Software Owner User

If the or acl e user exists, but its primary group is not oi nst al | or it is not a member
of the appropriate OSDBA or OSOPER groups, enter a command similar to the
following to modify it. Specify the primary group using the - g option and any
required secondary groups using the - Goption:

# lusr/sbin/usermod -g oinstall -G dba[,oper] oracle

Verifying that the UNIX User nobody Exists

Before installing the software, verify that the UNIX user nobody exists on the system:
1. To determine whether the user exists, enter the following command:

# id nobody

If this command displays information about the nobody user, you do not have to
create that user.
2. If the nobody user does not exist, enter the following command to create it:

# [usr/sbin/useradd nobody

3. Repeat this procedure on all of the other cluster nodes.

Create Identical Users and Groups on Other Cluster Nodes

4-12

Note: You must complete the following procedures only if you
are using local users and groups. If you are using users and groups
defined in a directory service such as NIS, they are already identical
on each cluster node.

The Oracle software owner user and the Oracle Inventory, OSDBA, and OSOPER
groups must exist and be identical on all cluster nodes. To create these identical users
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and groups, you must identify the user ID and group IDs assigned them on the node
where you created them, then create the user and groups with the same name and ID
on the other cluster nodes.

Identifying the User and Group IDs

To determine the user ID (UID) of the Oracle software owner user and the group IDs
(GID) of the Oracle Inventory, OSDBA, and OSOPER groups, follow these steps:

1.

Enter following command:

#id oracle

The output from this command is similar to the following:

ui d=440( or acl ) gi d=200( oi nstal | ) groups=201(dba), 202( oper)

From the output, identify the UID for the or acl e user and the GIDs for the
groups to which it belongs.

Create the User and Groups on the Other Cluster Nodes

To create the user and groups on the other cluster nodes, repeat the following
procedure on each node:

1.
2.

Log in to the next cluster node as r oot .

Enter commands similar to the following to create the oi nst al | and dba groups,
and if required, the oper group. Use the - g option to specify the correct GID for
each group.

# [usr/sbin/groupadd -g 200 oinstall
# lusr/sbin/groupadd -g 201 dba
# lusr/sbin/groupadd -g 202 oper

Note: If the group already exists, use the gr oupnmod command to
modify it if necessary. If you cannot use the same group ID for a
particular group on this node, view the / et ¢/ gr oup file on all
nodes to identify a group ID that is available on every node. You
must then specify that ID for the group on all of the nodes.

To create the or acl e user, enter a command similar to the following:

# [usr/sbin/useradd -u 200 -g oinstall -G dba[, oper] oracle

In this command:

— The - u option specifies the user ID, which must be the user ID that you
identified in the previous subsection

— The - g option specifies the primary group, which must be the Oracle
Inventory group, for example oi nst al |

— The - Goption specifies the secondary groups, which must include the OSDBA
group and if required, the OSOPER group, for example dba or dba, oper
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4.

Note: If the user already exists, use the user mod command to
modify it if necessary. If you cannot use the same user ID for the

or acl e user on this node, view the / et ¢/ passwd file on all nodes
to identify a user ID that is available on every node. You must then
specify that ID for the user on all of the nodes.

Set the password of the or acl e user:

# passwd oracle

Set Up User Equivalence for rsh and rcp on All Cluster Nodes

Note: This section describes how to set up user equivalence for

r cp, which the Installer uses when copying Oracle software to the
other cluster nodes. If you prefer, you can configure the Secure
Shell (SSH) tool suite, so that the Installer uses scp instead of r cp.
Refer to the SSH documentation for information about setting up
user equivalence for scp.

Before you install and use Oracle Real Application clusters, you must set up user
equivalence on all cluster nodes, as follows:

1.

On all cluster nodes, edit the / et ¢/ host s. equi v file in any text editor and add
entries similar to the following for all nodes in the cluster:

nodel-public oracle
nodel- public. domain oracle
node2-public oracle
node2- publ i c. domai n oracle

In this example:

= noden_publ i c is the host name associated with the primary public network
interface

= domai n is the domain name of the system, for example nydonai n. com

Note: Alternatively, you can create a . r host s file using the same
format in the or acl e user’s home directory on all nodes in the
cluster.

To test user equivalence on all cluster nodes, including the first node, enter
commands similar to the following from the node where you will run the Installer:

# su oracle
$ rsh nodel-public date
$ rsh node2-public date

$ exit
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Each command should return only the date setting on the specified node. If a node
prompts for a password or displays any other text, then user equivalence is not set
up correctly on that node. In this case, verify that the / et ¢/ host s. equi v (or
~or acl e/ . r host s) file has the correct entries.

Configure Kernel Subsystem Attributes

Refer to the following section for information about configuring the kernel subsystem
attributes.

Configuring Kernel Subsystem Attributes

Note: The kernel subsystem attribute values shown in this section
are recommended values only. For production database systems,
Oracle recommends that you tune these values to optimize the
performance of the system. Refer to your operating system
documentation for more information about tuning kernel
subsystem attributes.

On all cluster nodes, verify that the kernel subsystem attributes shown in the
following table are set to values greater than or equal to the recommended value
shown. The procedure following the table describes how to verify and set the values.

Subsystem Attribute Recommended Value
ipc shm_max 4278190080 (4 GB minus 16 MB)
shm_min 1
shm_mni 256
shm_seg 256
ssm_threshold Set this attribute to 0 only if the rad_

gh_regions[n] or gh_chunks attributes
are set in the vm subsystem.
Otherwise, do not change the value.

proc exec_disable_arg_limit 1
per_proc_stack_size 8388608 (8 MB)"
max_per_proc_stack_size 33554432 (32 MB)!
per_proc_data_size 335544320 (320MB)
max_per_proc_data_size 335544320 (320MB)
max_per_proc_address_space Equal to the size of RAM or

1073741824 (1 GB), whichever is larger.

per_proc_address_space Equal to the size of RAM or
1073741824 (1 GB), whichever is larger.
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Subsystem Attribute Recommended Value
rdg msg_size 32768
max_objs 5120
max_async_req 256
max_sessions 500 (or at least 20 plus the value of the

PROCESSES initialization parameter
for all databases on the system, if this
value is higher.)

rdg_max_auto_msg_wires 0
rdg_auto_msg_wires 0
rt aio_task_max_num 8193
vfs fifo_do_adaptive 0
vm new_wire_method 0

! The maximum value supported by Oracle for this parameter is 512 MB.

Note: If the current value for any kernel subsystem attribute is
higher than the value listed in this table, except for the attributes
with a recommended value of 0, do not change the value of that
attribute.

To view the current value specified for these kernel subsystem attributes, and to
change them if necessary, follow these steps:

1. To view the current values of the subsystem attributes, enter commands similar to
the following:

# [shin/sysconfig -q subsystem
For example, to view attribute values for the ipc subsystem, enter the following
command:

# [ sbin/sysconfig -q ipc

2. If you must change any of the current values, follow these steps:
a. Create a backup copy of the / et ¢/ sysconfi gt ab file, for example:
# cp /etc/sysconfigtab /etc/sysconfigtab.orig

b. Using any text editor, create a file similar to the following, specifying the
subsystems and attributes that you want to modify:

i pc:
shm max = 4278190080
shmmin =1
shm mi = 256
shmseg = 128

proc:

exec_disable_arg_limt =1

per _proc_stack_size = 8388608
max_per _proc_stack_size = 33554432
per _proc_data_size = 335544320
max_per _proc_data_si ze = 335544320
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max_per _proc_address_space = 4294967296
per _proc_address_space = 4294967296

c. Enter a command similar to the following to add the subsystem attributes to
the/ et c/ sysconfi gt ab file:

# [ shin/sysconfigdb -m-f filename

In this example, f i | enamne is the name of the file you created in step b.
d. Enter the following command to restart the system:

# /sbin/shutdown -r now

e. When the system restarts, log in and switch user to r oot .

3. Repeat this procedure on all other cluster nodes.

Identify Required Software Directories
You must identify or create four directories for the Oracle software, as follows:
= Oracle base directory
= Oracle Inventory directory
= CRS home directory
= Oracle home directory

The following subsections describe the requirements for these directories.

Oracle Base Directory

The Oracle base directory acts as a top-level directory for Oracle software installations.
It is analogous to the C: \ Or acl e directory used for Oracle software installations on
Windows systems. On UNIX systems, the Optimal Flexible Architecture (OFA)
guidelines recommend that you use a path similar to the following for the Oracle base
directory:

[ mount _poi nt/ app/ or acl e_sw_owner

In this example:

= nmount _poi nt is the mount point directory for the file system that will contain the
Oracle software.

The examples in this guide use / u01 for the mount point directory. However, you
could choose another mount point directory, / or acl e or / opt / or acl e for
example.

« oracl e_sw owner is the UNIX user name of the Oracle software owner, for
example or acl e.

You can use the same Oracle base directory for more than one installation or you can
create separate Oracle base directories for different installations. If different UNIX
users install Oracle software on the same system, each user must create a separate
Oracle base directory. The following example Oracle base directories could all exist on
the same system:

/u01/ app/ oracl e
[ u01/ app/ or auser
[ opt/oracl e/ app/ oracl e
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The following sections describe how to identify existing Oracle base directories that
might be suitable for your installation and how to create a new Oracle base directory if
necessary.

Regardless of whether you create a new Oracle base directory or decide to use an
existing one, you must set the ORACLE_BASE environment variable to specify the full
path to this directory.

Note: The Oracle base directory can be on a local file system, or on
a supported cluster file system.

Oracle Inventory Directory

The Oracle Inventory directory (or al nvent or y) stores an inventory of all software
installed on the system. It is required by, and shared by, all Oracle software
installations on a single system. The first time you install Oracle software on a system,
the Installer prompts you to specify the path to this directory. If you are installing the
software on a local file system or on a Tru64 UNIX Cluster File System, Oracle
recommends that you choose the following path:

oracl e_base/ oral nventory

The Installer creates the directory that you specify and sets the correct owner, group,
and permissions on it. You do not need to create it.

Note: All Oracle software installations rely on this directory.
Make sure that you back it up regularly.

Do not delete this directory unless you have completely removed
all Oracle software from the system.

CRS Home Directory

The CRS home directory is the directory where you choose to install the software for
Oracle Cluster Ready Services. You must install CRS in a separate home directory.
When you run the Installer, it prompts you to specify the path to this directory, as well
as a name that identifies it. Oracle recommends that you specify a path similar to the
following for the CRS home directory:

/u01/crs/oracl e/ product/10.1.0/crs

Note: Because you must change the permissions of all of the parent
directories of the CRS home directory after installing the software to
grant write access only to the r oot user, the CRS home directory must
not be a subdirectory of the Oracle base directory.

Oracle Home Directory

The Oracle home directory is the directory where you choose to install the software for
a particular Oracle product. You must install different Oracle products, or different
releases of the same Oracle product, in separate Oracle home directories. When you
run the Installer, it prompts you to specify the path to this directory, as well as a name
that identifies it. The directory that you specify must be a subdirectory of the Oracle
base directory. Oracle recommends that you specify a path similar to the following for
the Oracle home directory:
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oracl e_base/product/10.1.0/db_1

The Installer creates the directory path that you specify under the Oracle base
directory. It also sets the correct owner, group, and permissions on it. You do not need
to create this directory.

Identify or Create an Oracle Base Directory

Before starting the installation, you must either identify an existing Oracle base
directory or if required, create a new one. This section contains information about the
following:

= Identifying an Existing Oracle Base Directory

= Creating a New Oracle Base Directory

Note: You can choose to create a new Oracle base directory, even
if other Oracle base directories exist on the system.

Identifying an Existing Oracle Base Directory

Existing Oracle base directories might not have paths that comply with OFA
guidelines. However, if you identify an existing Oracle Inventory directory or existing
Oracle home directories, you can usually identify the Oracle base directories, as
follows:

= Identify an existing Oracle Inventory directory

Enter the following command on all cluster nodes to view the contents of the
oral nst. | oc file:

# nore /var/opt/oracle/oralnst.|oc

If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nvent ory_| oc=/ u01/ app/ or acl e/ oral nvent ory

i nst_group=oi nstal |

The i nvent ory_| oc parameter identifies the Oracle Inventory directory

(or al nvent or y) on that system. The parent directory of the or al nvent ory
directory is typically an Oracle base directory. In the previous example,

/ u01/ app/ or acl e is an Oracle base directory.

« Identify existing Oracle home directories

Enter the following command on all cluster nodes to view the contents of the
or at ab file:

# nore /etc/oratab

If the or at ab file exists, it contains lines similar to the following:

*:/u03/ app/ oracl e/ product/10.1.0/db_1: N
*:/opt/orauser/infra_904:N
*:loracle/9.2.0:N

The directory paths specified on each line identify Oracle home directories.

Directory paths that end with the user name of the Oracle software owner that you
want to use are valid choices for an Oracle base directory. If you intend to use the
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or acl e user to install the software, you could choose one of the following
directories from the previous example:

/u03/ app/ oracl e
[oracle

Note: If possible, choose a directory path similar to the first
(/ u03/ app/ or acl e). This path complies with the OFA guidelines.

Before deciding to use an existing Oracle base directory for this installation, make sure
that it satisfies the following conditions:

= It should not be on the same file system as the operating system.

« It must have an identical path on all cluster nodes or it must be on a supported
cluster file system.

If you are not using a cluster file system, create identical Oracle base directories on
the other nodes.

« It must have sufficient free disk space on all cluster nodes, as follows:

Requirement Free Disk Space

The Oracle base directory will contain only Up to3 GB
software files.

The Oracle base directory will contain both Upto4 GB
software and database files (not recommended for
production databases).

To determine the free disk space on the file system where the Oracle base directory
is located, enter the following command:

# df -k oracle_base_path

To continue:

= If an Oracle base directory exists and you want to use it, refer to the "Create the
CRS Home Directory” section on page 4-21.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify the directory you chose.

= If an Oracle base directory does not exist on the system or if you want to create a
new Oracle base directory, refer to the following section.

Creating a New Oracle Base Directory

Before you create a new Oracle base directory, you must identify an appropriate file
system with sufficient free disk space, as follows:

Requirement Free Disk Space

The Oracle base directory will contain only Upto3GB
software files.

The Oracle base directory will contain both Upto4 GB
software and database files (not recommended for
production databases).
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To identify an appropriate file system, follow these steps:

1.

3.

Use the df - k command to determine the free disk space on each mounted file
system.

From the display, identify a file system that has appropriate free space.

Note: The file system can be a local file system or a supported
cluster file system.

The path to the Oracle base directory must be the same on all nodes.

Note the name of the mount point directory for the file system that you identified.

To create the Oracle base directory and specify the correct owner, group, and
permissions for it, follow these steps:

1.

Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nount_point/app/oracl e_sw owner
# chown -R oracle:oinstall /nount_point/app/oracl e_sw_owner
# chnod -R 775 /mount _poi nt/ app/ or acl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended Oracle base directory path is as follows:
/u01/ app/ oracl e

If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify this directory.

Create the CRS Home Directory

You must create a CRS home directory before installing Oracle CRS. You can create the
CRS home directory on the same file system as the Oracle base directory, or you can
choose a different file system for this directory. If you choose the same file system as
the Oracle base directory, you must not use a subdirectory of the Oracle base directory
as the CRS home directory.

To identify an appropriate file system, follow these steps:

1.

Use the df - k command to determine the free disk space on each mounted file
system.

From the display, identify a file system that has at least 1 MB of free disk space.

If you are using the same file system for the Oracle base directory, this 1 MB of
disk space is additional to the free disk space requirement that you identified
previously.

Note: The file system can be a local file system or a supported
cluster file system.

The path to the CRS home directory must be the same on all nodes.
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3. Note the name of the mount point directory for the file system that you identified.

To create the CRS home directory and specify the correct owner, group, and
permissions for it, follow these steps:

1. Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nmount_point/crs/oracle_sw owner/product/10.1.0/crs
# chown -R oracle:oinstall /nount_point/crs/oracl e_sw owner
# chnod -R 775 /mount _poi nt/crs/ oracl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended CRS home directory path is as follows:
/u01/crs/oracl e/ product/10.1.0/crs

2. If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

3. When you are installing Oracle CRS, set the ORACLE_HOME environment
variable to specify this directory.

Note: During the installation, before you run the r oot . sh script,
you must change the permissions on the parent directories of the CRS
home directory to permit only the r oot user to write to those
directories.

Choose a Storage Option for Oracle CRS, Database, and Recovery Files

The following table shows the storage options supported for storing Oracle Cluster
Ready Services (CRS) files, Oracle database files, and Oracle database recovery files.
Oracle database files include datafiles, control files, redo log files, the server parameter
file, and the password file. Oracle CRS files include the Oracle Cluster Registry (OCR)
and the CRS voting disk.

For all installations, you must choose the storage option that you want to use for
Oracle CRS files and Oracle database files. If you want to enable automated backups
during the installation, you must also choose the storage option that you want to use
for recovery files (the flash recovery area). You do not have to use the same storage
option for each file type.

Note: For the most up-to-date information about supported
storage options for RAC installations, refer to the Certify pages on
the OracleMetaLink Web site:

http://metalink.oracl e.com

File Types Supported

Storage Option CRS Database Recovery
Automatic Storage Management No Yes Yes
Cluster File System with TruCluster V5.1B  Yes Yes Yes
%]ggli]%al Storage Manager with TruCluster =~ Voting disk only  Yes No
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File Types Supported

Storage Option CRS Database Recovery

Shared raw partitions Voting disk only ~ Yes No

Use the following guidelines when choosing the storage options that you want to use
for each file type:

= You can choose any combination of the supported storage options for each file
type as long as you satisfy any requirements listed for the chosen storage options.

= The Oracle Cluster Registry must be stored on a cluster file system. A shared
Logical Storage Manager volume or shared disk partition is not a supported
storage option for the OCR.

= Oracle recommends that you choose ASM as the storage option for database and
recovery files.

= For Standard Edition installations, ASM is the only supported storage option for
database or recovery files.

= You cannot use Automatic Storage Management to store Oracle CRS files, because
these files must be accessible before any Oracle instance starts.

For information about how to configure disk storage before you start the installation,
refer to one of the following sections depending on your choice:

= To use a file system for Oracle CRS, database, or recovery file storage, refer to the
"Create Directories for Oracle CRS, Database, or Recovery Files" section on
page 4-23.

= Touse ASM for database or recovery file storage, refer to the "Configure Disks for
Automatic Storage Management" section on page 4-26.

Create Directories for Oracle CRS, Database, or Recovery Files

If you decide to place the Oracle CRS, database, or recovery files on a file system, use
the following guidelines when deciding where to place them.

Guidelines for Placing Oracle CRS Files on a File System

The Installer does not suggest a default location for the Oracle Cluster Registry (OCR)
or the Oracle CRS voting disk. If you choose to create these files on a file system, use
the following guidelines when deciding where to place them:

= You must choose a shared file system on shared disks, for example, a cluster file
system.

= It must have at least 100 MB of free disk space for the OCR and 20 MB of free disk
space for the CRS voting disk.

= For improved reliability, you should choose a file system on a highly available
storage device, for example, a RAID device that implements mirroring.

= If you are placing the Oracle Cluster Ready Services software on a shared file
system, you can use the same file system for these files.

= Theoracl e user must have write permissions to create the files in the path that
you specify.
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Note: If you are upgrading from Oracle9i Release 2, you can
continue to use the raw device or shared file that you used for the
SRVM configuration repository instead of creating a new file for
the OCR.

Guidelines for Placing Oracle Database Files on a File System

If you choose to place the Oracle database files on a file system, use the following
guidelines when deciding where to place them:

You must choose a shared file system on shared disks, for example, a cluster file
system.

The default path suggested by the Installer for the database file directory is a
subdirectory of the Oracle base directory. You can choose this path only if you are
using an Oracle base directory that is on a shared file system.

This default location is not recommended for production databases.

You can choose either a single file system or more than one file system to store the
database files:

- If you want to use a single file system, choose a file system on a physical
device that is dedicated to the database.

For best performance and reliability, choose a RAID device or a logical volume
on more than one physical device and implement the
stripe-and-mirror-everything (SAME) methodology.

- If you want to use more than one file system, choose file systems on separate
physical devices that are dedicated to the database.

This method enables you to distribute physical I/O and create separate
control files on different devices for increased reliability. It also enables you to
fully implement the OFA guidelines. You must choose either the Advanced
database creation option or the Custom installation type during the
installation to implement this method.

If you intend to create a preconfigured database during the installation, the file
system (or file systems) that you choose must have at least 1.2 GB of free disk
space.

For production databases, you must estimate the disk space requirement
depending on the use that you want to make of the database.

For optimum performance, the file systems that you choose should be on physical
devices that are used only by the database.

The or acl e user must have write permissions to create the files in the path that
you specify.

Guidelines for Placing Oracle Recovery Files on a File System

Note: You must choose a location for recovery files only if you
intend to enable automated backups during the installation.

If you choose to place the Oracle recovery files on a file system, use the following
guidelines when deciding where to place them:
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To prevent disk failure from making both the database files and the recovery files
unavailable, place the recovery files in a file system on a different physical disk
from the database files.

Note: Alternatively use an ASM disk group with a normal or high
redundancy level for either or both file types.

You must choose a shared file system on shared disks, for example, a cluster file
system.

The file system that you choose should have at least 2 GB of free disk space.

The disk space requirement is the default disk quota configured for the flash
recovery area (specified by the DB_RECOVERY_FILE_DEST_SIZE initialization
parameter).

If you choose the Custom installation type or the Advanced database
configuration option, you can specify a different disk quota value. After you create
the database, you can also use Oracle Enterprise Manager Grid Control or
Database Control to specify a different value.

For more information about sizing the flash recovery area, refer to the Oracle
Backup and Recovery Basics manual.

The default path suggested by the Installer for the flash recovery area is a
subdirectory of the Oracle base directory. You can choose this path only if you are
using an Oracle base directory that is on a shared file system.

This default location is not recommended for production databases.

The or acl e user must have write permissions to create the files in the path that
you specify.

Creating Required Directories

Note: You must complete this procedure only if you want to place
the Oracle CRS, database, or recovery files on a separate file system
to the Oracle base directory.

To create directories for the Oracle CRS, database, or recovery files on separate file
systems to the Oracle base directory, follow these steps:

1.

If necessary, configure the shared file systems that you want to use and mount
them on each node.

Note: The mount point that you use for the file system must be
identical on each node. Make sure that the file systems are
configured to mount automatically when a node restarts.

Use the df - k command to determine the free disk space on each mounted file
system.

From the display, identify the file systems that you want to use:
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File Type File System Requirements
CRS files Choose a file system with at least 120 MB of free disk space
Database files Choose either:

= Asingle file system with at least 1.2 GB of free disk space

. Two or more file systems with at least 1.2 GB of free disk space in
total

Recovery files Choose a file system with at least 2 GB of free disk space.

If you are using the same file system for more than one type of file, add the disk
space requirements for each type to determine the total disk space requirement.

4. Note the names of the mount point directories for the file systems that you
identified.

5. Enter commands similar to the following to create the recommended
subdirectories in each of the mount point directories and set the appropriate
owner, group, and permissions on them:

= CRSfile directory:

# nkdir /nount_point/oracrs
# chown oracle:oinstall /nount_point/oracrs
# chnod 775 /mount _poi nt/oracrs

= Database file directory:

# nkdir /nount_point/oradata
# chown oracl e:oinstall /nount_point/oradata
# chmod 775 /mount _poi nt/ or adat a

= Recovery file directory (flash recovery area):

# nkdir /nount_point/flash_recovery_area
# chown oracle:oinstall /nount_point/flash_recovery_area
# chnmod 775 /mount _poi nt/fl ash_recovery_area

6. If you also want to use ASM for storage, refer to the "Configure Disks for
Automatic Storage Management" section on page 4-26.

Otherwise, refer to the "Verify that the Cluster Software is Running" section on
page 4-32.

Configure Disks for Automatic Storage Management

This section describes how to configure disks for use with ASM. Before you configure
the disks, you must determine the number of disks and the amount of free disk space
that you require. The following sections describe how to identify the requirements and
configure the disks on each platform:

= Identifying Storage Requirements for ASM
= Using an Existing ASM Disk Group
= Configuring Disks for ASM
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Note: Although this section refers to disks, you can also use
zero-padded files on a certified NAS storage device in an ASM disk
group. Refer to the Oracle Database Installation Guide for UNIX
Systems for information about creating and configuring NAS-based
files for use in an ASM disk group.

Identifying Storage Requirements for ASM

To identify the storage requirements for using ASM, you must determine how many
devices and the amount of free disk space that you require. To complete this task,
follow these steps:

1. Determine whether you want to use ASM for Oracle database files, recovery files,
or both.

Note: You do not have to use the same storage mechanism for
database files and recovery files. You can use the file system for one
file type and ASM for the other.

For RAC installations, if you choose to enable automated backups
and you do not have a shared file system available, you must
choose ASM for recovery file storage.

If you enable automated backups during the installation, you can choose ASM as
the storage mechanism for recovery files by specifying an ASM disk group for the
flash recovery area. Depending on how you choose to create a database during the
installation, you have the following options:

= If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to use the same ASM disk group for database files
and recovery files, or you can choose to use different disk groups for each file

type.
The same choice is available to you if you use DBCA after the installation to
create a database.

= If you select an installation method that runs DBCA in non-interactive mode,
you must use the same ASM disk group for database files and recovery files.

2. Choose the ASM redundancy level that you want to use for the ASM disk group.

The redundancy level that you choose for the ASM disk group determines how
ASM mirrors files in the disk group and determines the number of disks and
amount of disk space that you require, as follows:

= External redundancy

An external redundancy disk group requires a minimum of one disk device.
The effective disk space in an external redundancy disk group is the sum of
the disk space in all of its devices.

Because ASM does not mirror data in an external redundancy disk group,
Oracle recommends that you use only RAID or similar devices that provide
their own data protection mechanisms as disk devices in this type of disk

group.

= Normal redundancy
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In a normal redundancy disk group, ASM uses two-way mirroring by default,
to increase performance and reliability. A normal redundancy disk group
requires a minimum of two disk devices (or two failure groups). The effective
disk space in a normal redundancy disk group is half the sum of the disk space
in all of its devices.

For most installations, Oracle recommends that you use normal redundancy
disk groups.

= High redundancy

In a high redundancy disk group, ASM uses three-way mirroring to increase
performance and provide the highest level of reliability. A high redundancy
disk group requires a minimum of three disk devices (or three failure groups).
The effective disk space in a high redundancy disk group is one-third the sum
of the disk space in all of its devices.

While high redundancy disk groups do provide a high level of data
protection, you must consider the higher cost of additional storage devices
before deciding to use this redundancy level.

3. Determine the total amount of disk space that you require for the database files
and recovery files.

Use the following table to determine the minimum number of disks and the
minimum disk space requirements for the installation:

Redundancy Minimum Number Database Recovery

Level of Disks Files Files Both File Types
External 1 1.15GB 2.3 GB 3.45 GB

Normal 2 23 GB 4.6 GB 6.9 GB

High 3 3.45GB 6.9 GB 10.35 GB

For RAC installations, you must also add additional disk space for the ASM
metadata. You can use the following formula to calculate the additional disk space
requirements (in MB):

15 + (2 * number_of_disks) + (126 * number_of _ASM_instances)

For example, for a four-node RAC installation, using three disks in a high
redundancy disk group, you require an additional 525 MB of disk space:

15+ (2*3) + (126 * 4) = 525

If an ASM instance is already running on the system, you can use an existing disk
group to meet these storage requirements. If necessary, you can add disks to an
existing disk group during the installation.

The following section describes how to identify existing disk groups and
determine the free disk space that they contain.

4. Optionally identify failure groups for the ASM disk group devices.

Note: You need to complete this step only if you intend to use an
installation method that runs DBCA in interactive mode, for
example, if you intend to choose the Custom installation type or the
Advanced database configuration option. Other installation types
do not enable you to specify failure groups.
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If you intend to use a normal or high redundancy disk group, you can further
protect your database against hardware failure by associating a set of disk devices
in a custom failure group. By default, each device comprises its own failure group.
However, if two disk devices in a normal redundancy disk group are attached to
the same SCSI controller, the disk group becomes unavailable if the controller fails.
The controller in this example is a single point of failure.

To protect against failures of this type, you could use two SCSI controllers, each
with two disks, and define a failure group for the disks attached to each controller.
This configuration would enable the disk group to tolerate the failure of one SCSI
controller.

Note: If you define custom failure groups, you must specify a
minimum of two failure groups for normal redundancy disk
groups and three failure groups for high redundancy disk groups.

If you are sure that a suitable disk group does not exist on the system, install or
identify appropriate disk devices to add to a new disk group. Use the following
guidelines when identifying appropriate disk devices:

= All of the devices in an ASM disk group should be the same size and have the
same performance characteristics.

= Do not specify more than one partition on a single physical disk as a disk
group device. ASM expects each disk group device to be on a separate
physical disk.

= Although you can specify a logical volume as a device in an ASM disk group,
Oracle does not recommend their use. Logical volume managers can hide the
physical disk architecture, preventing ASM from optimizing I1/0O across the
physical devices.

For information about completing this task, refer to the "Configuring Disks for
ASM" section on page 4-30.

Using an Existing ASM Disk Group

If you want to store either database or recovery files in an existing ASM disk group,
you have the following choices, depending on the installation method that you select:

If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to create a new disk group or use an existing one.

The same choice is available to you if you use DBCA after the installation to create
a database.

If you select an installation method that runs DBCA in non-interactive mode, you
must choose an existing disk group for the new database; you cannot create a new
disk group. However, you can add disk devices to an existing disk group if it has
insufficient free space for your requirements.

Note: The ASM instance that manages the existing disk group can
be running in a different Oracle home directory.
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To determine whether an existing ASM disk group exists, or to determine whether
there is sufficient disk space in a disk group, you can use Oracle Enterprise Manager
Grid Control or Database Control. Alternatively, you can use the following procedure:

1.

View the contents of the or at ab file to determine whether an ASM instance is
configured on the system:

# nore /etc/oratab

If an ASM instance is configured on the system, the or at ab file should contain a
line similar to the following;:

+ASM or acl e_hone_pat h: N

In this example, +ASMis the system identifier (SID) of the ASM instance and
or acl e_hone_pat h is the Oracle home directory where it is installed. By
convention, the SID for an ASM instance begins with a plus sign.

Set the ORACLE_SID and ORACLE_HOME environment variables to specify the
appropriate values for the ASM instance that you want to use.

Connect to the ASM instance as the SYS user with SYSDBA privilege and start the
instance if necessary:

# $ORACLE_HOWE/ bi n/ sql pl us "SYS/ SYS _password as SYSDBA"
SQL> STARTUP

Enter the following command to view the existing disk groups, their redundancy
level, and the amount of free disk space in each one:

SQL> SELECT NAME, TYPE, TOTAL_MB, FREE_MB FROM V$ASM DI SKGROUP,
From the output, identify a disk group with the appropriate redundancy level and
note the free space that it contains.

If necessary, install or identify the additional disk devices required to meet the
storage requirements listed in the previous section.

Note: If you are adding devices to an existing disk group, Oracle
recommends that you use devices that have the same size and
performance characteristics as the existing devices in that disk

group.

Configuring Disks for ASM
To configure disks for use with ASM on Tru64 UNIX, follow these steps:

1.

If necessary, install the shared disks that you intend to use for the disk group and
restart the system.

To make sure that the disks are available, enter the following command:

# file /dev/rdisk/dsk*c

The output from this command is similar to the following:

[ dev/ rdi sk/ dskOc: character special (19/38) SCSI #1 "Rz1CB-CA" disk #2
(SCSI 1D #1) (SCSI LUN #0)

[ dev/ rdi sk/ dsk10c: character special (19/218) SCSI #2 "RzZ1DB-CS" disk #4
(SCSI 1D #2) (SCSI LUN #0)

/[ dev/rdisk/ dskllc: character special (19/234) SCSI #2 "RzZ1DB-CS' disk #5
(SCSI 1D #3) (SCSI LUN #0)
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[ dev/ rdi sk/ dsk12c: character special (19/250) SCSI #2 "Rz1DB-CS' disk #6
(SCSI 1D #4) (SCSI LUN #0)

This command displays information about each disk attached to the system,
including the raw character device name for partition ¢, which represents the
entire disk (/ dev/ r di sk/ dsknc).

From the list, identify the device names for the disk devices that you want to add
to a disk group.

To determine whether the disk is unused, enter a command similar to the
following:

# [ sbin/ di skl abel dskn
This command displays information about the partitions on the disk, and
identifies whether they are in use.

Enter the following command to verify that the device you identified is not used
in an AdvFS domain:

#1s [etc/fdms/*/*
This command displays information about the devices included in AdvFS

domains in the following format, identifying the domains and the disks associated
with each domain:

[ et c/ fdms/ domai n_nane/ dsknp
In this example, dormai n_nare is the name of the domain, n is the disk number,
and p is the partition letter.

Enter the following command to verify that the device is not mounted as a UFS file
system:

# [ sbi n/ nount
The device that you want to add to the ASM disk group must not be listed in the
output.

Enter the following command to verify that the device you identified is not
already part of a Tru64 UNIX Logical Storage Manager (LSM) disk group:

# [shin/voldisk list
Disks listed without DISK and GROUP names, and with a status of unknown are
not LSM disks.

Enter commands similar to the following to change the owner, group, and
permissions on the character raw device file for each disk that you want to add to
a disk group:

# chown oracl e: dba /dev/ rdi sk/rdsknc
# chnod 660 /dev/rdisk/rdsknc

In this example, the device name specifies partition ¢, which represents the entire
disk.
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Note: If you are using a multi-pathing disk driver with ASM,
make sure that you set the permissions only on the correct logical
device name for the disk.

If the nodes are configured differently, the device name for a
particular device might be different on some nodes. Make sure that
you specify the correct device names on each node.

9. Repeat steps 2 to 8 on the other cluster nodes.

Verify that the Cluster Software is Running

To verify that the TruCluster software is running on Tru64 UNIX systems, enter the
following command:

# lusr/sbin/clu_get_info
Make sure that the correct number of nodes are configured and that all cluster nodes
are up.

If necessary, refer to the TruCluster documentation for information about
troubleshooting the cluster.

Stop Existing Oracle Processes

Caution: If you are installing additional Oracle Database 10g
products in an existing Oracle home, stop all processes running in
the Oracle home. You must complete this task to enable the Installer
to relink certain executables and libraries.

If you choose to create a database during the installation, most installation types
configure and start a default Oracle Net listener using TCP/IP port 1521 and the IPC
key value EXTPROC. However, if an existing Oracle Net listener process is using the
same port or key value, the Installer can only configure the new listener; it cannot start
it. To ensure that the new listener process starts during the installation, you must shut
down any existing listeners before starting the Installer.

To determine whether an existing listener process is running and to shut it down if
necessary, follow these steps:

1. Switch user to or acl e:
# su - oracle
2. Enter the following command to determine whether a listener process is running
and to identify its name and the Oracle home directory in which it is installed:
$ ps -ef | grep tnslsnr
This command displays information about the Oracle Net listeners running on the
system:
. oracle_honel/bin/tnslsnr LI STENER -inherit

In this example, or acl e_honel is the Oracle home directory where the listener is
installed and L1 STENER s the listener name.
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Note: If no Oracle Net listeners are running, refer to the
"Configure the oracle User’s Environment" section on page 4-33 to
continue.

Set the ORACLE_HOME environment variable to specify the appropriate Oracle
home directory for the listener:

« Bourne, Bash, or Korn shell:
$ ORACLE_HOME=or acl e_honel
$ export ORACLE_HOMVE
«  Cor tcsh shell:
% set env ORACLE_HOME or acl e_honel
Enter the following command to identify the TCP/IP port number and IPC key
value that the listener is using:

$ $ORACLE_HOME/ bin/lsnrctl status |istenernanme

Note: If the listener uses the default name LISTENER, you do not
have to specify the listener name in this command.

Enter a command similar to the following to stop the listener process:

$ $ORACLE_HOWE/ bin/lsnrctl stop |istenernane

Repeat this procedure to stop all listeners running on this system and on all other
cluster nodes.

Configure the oracle User’s Environment

You run the Installer from the or acl e account. However, before you start the Installer
you must configure the environment of the or acl e user. To configure the
environment, you must:

Set the default file mode creation mask (umask) to 022 in the shell startup file.
Set the DI SPLAY and ORACLE_BASE environment variables.

To set the or acl e user’s environment, follow these steps:

1.
2.

Start a new terminal session, for example, an X terminal (xt er m).

Enter the following command to ensure that X Window applications can display
on this system:

$ xhost +

If you are not already logged in to the system where you want to install the
software, log in to that system as the or acl e user.

If you are not logged in as the or acl e user, switch user to or acl e:

$ su - oracle

To determine the default shell for the or acl e user, enter the following command:

$ echo $SHELL
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6. Open the or acl e user’s shell startup file in any text editor:
«  Bourne shell (sh), Bash shell (bash), or Korn shell (ksh):
$ vi .profile

« Cshell (cshortcsh):
%vi .login
7. Enter or edit the following line, specifying a value of 022 for the default file mode
creation mask:
umask 022
8. If the ORACLE_SI D, ORACLE_HQOVME, or ORACLE_BASE environment variables are
set in the file, remove the appropriate lines from the file.
9. Save the file and exit from the editor.
10. To run the shell startup script, enter one of the following commands:
« Bourne, Bash, or Korn shell:

$. ./.profile

« Cshell:
% source ./.login
11. If you are not installing the software on the local system, enter a command similar
to the following to direct X applications to display on the local system:
« Bourne, Bash, or Korn shell:

$ DI SPLAY=l ocal _host: 0.0 ; export DI SPLAY

« Cshell:
% setenv DI SPLAY | ocal host: 0.0

In this example, | ocal _host is the host name or IP address of the system that
you want to use to display the Installer (your workstation or PC).

12. If you determined that the / t mp directory has less than 400 MB of free disk space,
identify a file system with at least 400 MB of free space and set the TEMP and
TMPDIR environment variables to specify a temporary directory on this file
system:

a. Usethedf -k command toidentify a suitable file system with sufficient free
space.

b. If necessary, enter commands similar to the following to create a temporary
directory on the file system that you identified, and set the appropriate
permissions on the directory:

$ su - root

# nkdir /nount_point/tnp

# chnod a+w /mount _point/tnp
# exit

c. Enter commands similar to the following to set the TEMP and TMPDIR
environment variables:
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13.

14.

15.

*  Bourne, Bash, or Korn shell:
$ TEMP=/ nount _poi nt/t np
$ TMPDI R=/ mount _poi nt/tnp
$ export TEMP TMPDI R
*  Cshell:
% setenv TEMP /nount _point/tnp
% setenv TMPDI R / mount _poi nt/tnp
Enter commands similar to the following to set the ORACLE_BASE environment
variable:
« Bourne, Bash, or Korn shell:
$ ORACLE_BASE=/u01/ app/ oracl e
$ export ORACLE BASE
«  Cshell:
% set env. ORACLE_BASE / u01/ app/ oracl e
In these examples, / u01/ app/ or acl e is the Oracle base directory that you

created or identified earlier.

Enter the following command to ensure that the ORACLE_HOVE and TNS_ADM N
environment variables are not set:

« Bourne, Bash, or Korn shell:

$ unset ORACLE_HOME
$ unset TNS_ADM N

= Cshell:

% unset env ORACLE_HOVE
% unsetenv TNS_ADM N

Note: If the ORACLE HOME environment variable is set, the
Installer uses the value that it specifies as the default path for the
Oracle home directory. However, if you set the ORACLE_BASE
environment variable, Oracle recommends that you unset the
ORACLE_HOME environment variable and choose the default path
suggested by the Installer.

To verify that the environment has been set correctly, enter the following
commands:

$ umask
$ env | nore

Verify that the umask command displays a value of 22, 022, or 0022 and that the
environment variables you set in this section have the correct values.
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Pre-Installation Tasks for RAC on Linux

This chapter describes the tasks that you must complete before you start the Oracle
Universal Installer. It includes information about the following tasks:

= Log In to the System as root

«  Check the Hardware Requirements

«  Check the Network Requirements

= Check the Software Requirements

= Create Required UNIX Groups and User

«  Configure Kernel Parameters and Shell Limits

= Identify Required Software Directories

= Identify or Create an Oracle Base Directory

«  Create the CRS Home Directory

=«  Choose a Storage Option for Oracle CRS, Database, and Recovery Files
«  Create Directories for Oracle CRS, Database, or Recovery Files
«  Configure Disks for Automatic Storage Management

= Configure Raw Devices

= Verify that the Required Software is Running

= Stop Existing Oracle Processes

«  Configure the oracle User’s Environment
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Log In to the System as root

Before you install the Oracle software, you must complete several tasks as the r oot
user. To log in as the r oot user, complete one of the following procedures:

Note: Unless you intend to complete a silent-mode installation, you
must install the software from an X Window System workstation, an X
terminal, or a PC or other system with X server software installed.

For more information about silent-mode installations, refer to the
Oracle Database Installation Guide for UNIX Systems.

= If you are installing the software from an X Window System workstation or X
terminal:

1. Start a local terminal session, for example, an X terminal (xt er mj.

2. If you are not installing the software on the local system, enter the following
command to enable remote hosts to display X applications on the local X
server:

$ xhost +
3. If you are not installing the software on the local system, use the ssh, r | ogi n,

ort el net command to connect to the system where you want to install the
software:

$ telnet remote_host

4. If you are not logged in as the r oot user, enter the following command to
switch user to r oot :

$ su - root
passwor d:
#

= If you are installing the software from a PC or other system with X server software
installed:

Note: If necessary, refer to your X server documentation for more
information about completing this procedure. Depending on the X
server software that you are using, you may need to complete the
tasks in a different order.

1. Start the X server software.

2. Configure the security settings of the X server software to permit remote hosts
to display X applications on the local system.

3. Connect to the remote system where you want to install the software and start
a terminal session on that system, for example, an X terminal (xt er m).

4. If you are not logged in as the r 0ot user on the remote system, enter the
following command to switch user to r oot :

$ su - root
passwor d:
#
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Check the Hardware Requirements

Each system must meet the following minimum hardware requirements:

512 MB of physical RAM
1 GB of swap space (or twice the size of RAM)

On systems with 2 GB or more of RAM, the swap space can be between one and
two times the size of RAM.

400 MB of disk space in the / t np directory

Up to 4 GB of disk space for the Oracle software, depending on the installation
type and platform

1.2 GB of disk space for a preconfigured database that uses file system storage
(optional)

Note: The disk space requirement for databases that use Automatic
Storage Management (ASM) or raw device storage is described later in
this chapter.

Additional disk space, either on a file system or in an ASM disk group, is required
for the flash recovery area if you choose to configure automated backups.

To ensure that each system meets these requirements, follow these steps:

1.

To determine the physical RAM size, enter the following command:

# grep Menfotal /proc/memnfo

If the size of the physical RAM installed in the system is less than the required
size, you must install more memory before continuing.

To determine the size of the configured swap space, enter the following command:
# grep SwapTotal /proc/nmeninfo

If necessary, refer to your operating system documentation for information about
how to configure additional swap space.

To determine the amount of disk space available in the / t mp directory, enter the
following command:

# df -h /tnp
If there is less than 400 MB of disk space available in the / t np directory, complete
one of the following steps:

= Delete unnecessary files from the / t np directory to achieve the required disk
space.

= Set the TEMP and TMPDIR environment variables when setting the or acl e
user’s environment (described later).

= Extend the file system that contains the / t np directory. If necessary, contact
your system administrator for information about extending file systems.

To determine the amount of free disk space on the system, enter the following
command:

#df -h
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To determine whether the system architecture can run the software, enter the
following command:

# grep "nmodel name" /proc/cpuinfo

This command displays the processor type. Verify that the processor architecture
matches the Oracle software release that you want to install.

Note: If you do not see the expected output, you cannot install the
software on this system.

Check the Network Requirements

Check that you have the networking hardware and internet protocol (IP) addresses
required for an Oracle Real Application Clusters installation.

Note: For the most up-to-date information about supported network
protocols and hardware for RAC installations, refer to the Certify
pages on the OracleMetaLink Web site:

http://metalink.oracl e.com

Network Hardware Requirements
Each node in the cluster must meet the following requirements:

Each node must have at least two network adapters; one for the public network
interface and one for the private network interface (the interconnect).

The interface names associated with the network adapters for each network must
be the same on all nodes.

For increased reliability, you can configure redundant public and private network
adapters for each node.

For the public network, each network adapter must support TCP/IP.

For the private network, the interconnect must support the user datagram protocol
(UDP) using high-speed network adapters and switches that support TCP/IP
(Gigabit Ethernet or better recommended).

Note: UDP is the default interconnect protocol for RAC and TCP is
the interconnect protocol for Oracle CRS.

IP Address Requirements

Before starting the installation, you must identify or obtain the following IP addresses
for each node:

An IP address and an associated host name registered in the domain name service
(DNS) for each public network interface

One unused virtual IP address and an associated virtual host name registered in
DNS that you will configure for the primary public network interface

The virtual IP address must be in the same subnet as the associated public
interface. After installation, you can configure clients to use the virtual host name
or IP address. If a node fails, its virtual IP address fails over to another node.
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A private IP address and optional host name for each private interface

Oracle recommends that you use non-routable IP addresses for the private
interfaces, for example: 10.*.*.* or 192.168.*.*. You can use the / et ¢/ host s file on
each node to associate private host names with private IP addresses.

For example, if each node has two public and two private interfaces, you might have
the following host names and IP addresses on one of the nodes (r ac1) and similar
host names and IP addresses on the other nodes:

Host Name Type IP Address Registered In
racl. nydonai n. com Public 143.47.43.100 DNS
racl-2. mydonmi n. com Public 143.46.51.101 DNS
racl-vip. nydonai n. com Virtual 143.47.43.104 DNS
racl-privl Private 10.0.0.1 /etc/ hosts
racl-priv2 Private 10.0.0.2 /etc/hosts

Checking the Network Requirements
To verify that each node meets the requirements, follow these steps:

1.

If necessary, install the network adapters for the public and private networks and
configure them with either public or private IP addresses.

Register the host names and IP addresses for the public network interfaces in
DNS.

For each node, register one virtual host name and IP address in DNS.

For each private interface on every node, add a line similar to the following to the
/ et c/ host s file on all nodes, specifying the private IP address and associated
private host name:

10.0.0.1 racl-privl

To identify the interface name and associated IP address for every network
adapter, enter the following command:

# Isbin/ifconfig

From the output, identify the interface name and IP address for all network
adapters that you want to specify as public or private network interfaces.

Note: When you install Oracle CRS and RAC, you will require this
information.

Check the Software Requirements

Refer to the following section for information about checking the software
requirements.

Note: The Oracle Universal Installer performs checks on your system
to verify that it meets the requirements listed for your platform. To
ensure that these checks pass, verify the requirements before you start
the Installer.
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Checking the Software Requirements on Linux
Check that the required software and patches are installed on the system.

Check for Required Software

Depending on the system architecture, verify that the software listed in one of the
following tables is installed on the system:

= Table 5-1, " Software Requirements for Installations on x86 Systems"
« Table 5-2, " Software Requirements for Installations on Itanium Systems"
= Table 5-3, " Software Requirements for Installations on zSeries Systems"

Additionally, depending on the products that you intend to install or use, verify that
the software listed in Table 54, " Product-Specific Software Requirements for Linux
Systems" is installed.

The procedure following the tables describes how to check these requirements.

Table 5-1 Software Requirements for Installations on x86 Systems

Item Requirement

Operating system One of the following operating system versions:
= Red Hat Enterprise Linux AS/ES 2.1 (Update 3 or higher)
= Red Hat Enterprise Linux AS/ES 3 (Update 2 or higher)

= SUSE Linux Enterprise Server (SLES) 8 (service pack 3 or
higher)

. SUSE Linux Enterprise Server 9

Kernel version The system must be running the following kernel version (or a
higher version):

Red Hat Enterprise Linux 2.1:

2.4.9, errata 34 (for example 2. 4. 9- e. 34)
Red Hat Enterprise Linux 3:

2.4.21-15.EL

SUSE Linux Enterprise Server 8:
2.421-251

SUSE Linux Enterprise Server 9:

2.6.5-7.5
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Table 5-1 (Cont.) Software Requirements for Installations on x86 Systems

Item

Requirement

Packages

The following packages (or higher versions) must be installed:
Red Hat Enterprise Linux 2.1:

meke-3.79.1
glibc-2.2.4-32.15
gcc-2.96-128

gcc-c++- 2. 96- 128

|'i bstdc++-2.96-128
opennotif-2.1.30-11
shadow uti | s-20000902- 16

Red Hat Enterprise Linux 3:

meke-3.79.1

gcc-3.2.3-34

glibc-2.3.2-95.20

conpat -db-4.0. 14-5

conpat - gcc- 7. 3-2. 96. 128

conpat - gcc- c++- 7. 3-2. 96. 128
conpat-|ibstdc++7.3-2.96.128
conpat - | i bst dc++- devel - 7. 3-2. 96. 128
opennot i f21-2. 1. 30-8

setarch-1.3-1

SUSE Linux Enterprise Server 8:

make-3.79.1
gcc-3.2.2-38
gcc-c++-3.2.2-38
opennotif-2.2.2-124

SUSE Linux Enterprise Server 9:

gcc-3.3.3-43
gcc-c++- 3. 3. 3-43
glibc-2.3.3-98

I'i bai 0-0.3.98-18

I'i bai o- devel - 0. 3. 98- 18
meke- 3. 80
openmotif-1ibs-2.2.2-519.1

Table 5-2  Software Requirements for Installations on Itanium Systems

Item

Requirement

Operating system

One of the following operating system versions:
= Red Hat Enterprise Linux AS/ES 2.1 (Update 3 or higher)
= Red Hat Enterprise Linux AS/ES 3 (Update 1 or higher)

= SUSE Linux Enterprise Server (SLES) 8 (service pack 3 or
higher)

. SUSE Linux Enterprise Server 9
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Table 5-2 (Cont.) Software Requirements for Installations on Itanium Systems

Item Requirement

Kernel version The system must be running the following kernel version (or a
higher version):

Red Hat Enterprise Linux 2.1:

2.4.18, errata 37 (for example 2. 4. 18- e. 37)
Red Hat Enterprise Linux 3:

2.421-4.EL

SUSE Linux Enterprise Server 8:

2.4.21-241

SUSE Linux Enterprise Server 9:

2.6.5-7.5

Packages The following packages (or higher versions) must be installed:
Red Hat Enterprise Linux 2.1:

make-3.79.1
glibc-2.2.4-32
gcc-2.96-128

gcc- c++- 2. 96- 128
|ibstdc++-2.96-128
openmotif-2.1.30-11
|'ibaio-0.3.92-1

|'i bai o-devel -0.3.92-1

Red Hat Enterprise Linux 3:

make-3.79.1

gcec-3.2.3-20

gcc-c++-3.2.3-20
glibc-2.3.2-95.3

conpat -db-4.0. 14-5

conpat - gcc- 7. 3-2. 96. 128
conpat - gcc- c++- 7. 3-2. 96. 128
conpat -1 ibstdc++ 7.3-2.96.128
conpat - | i bst dc++- devel - 7. 3-2. 96. 128
opennot i f21-2. 1. 30-8
setarch-1.3-1

SUSE Linux Enterprise Server 8:

make-3.79.1
gcec-3.2.2-23
gcc-c++-3. 2. 2-23
glibc-2.2.5-161
openmotif-2.2.2-125

SUSE Linux Enterprise Server 9:

gcc-3.3.3-43
gcc-c++- 3. 3. 3-43
glibc-2.3.3-98

I'i bai 0-0.3.98-18

I'i bai o- devel - 0. 3. 98- 18
meke- 3. 80
openmotif-1ibs-2.2.2-519.1
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Table 5-3 Software Requirements for Installations on zSeries Systems

Item Requirement
Operating system The following operating system version:
= SUSE Linux Enterprise Server (SLES) 8 (service pack 3 or
higher)
Kernel version The system must be running the following kernel version (or a

higher version):
SUSE Linux Enterprise Server 8:
2.4.21-112

Packages The following packages (or higher versions) must be installed:
SUSE Linux Enterprise Server 8:

gcec-3.2.2-29
gcc-c++-3.2.2-29
glibc-2.2.5-108
glibc-devel -32bit-8.1-9
I'i bai 0-0. 3. 15- 106
make-3.79.1
binutils-2.14.90.0.5-41
openmotif-2.2.2-52

Table 5-4 Product-Specific Software Requirements for Linux Systems

Installation Type or

Product Requirement
Oracle Spatial X Window System development package:
= Red Hat and SLES 9:
XFree86
XFr ee86- devel
-« SLESS:
xf 86
xdevel

Note: This software is required only to build the sample
programs.

Oracle Messaging Gateway Oracle Messaging Gateway supports the integration of Oracle
(x86 and zSeries systems Streams Advanced Queuing (AQ) with the following software:

only) = IBM WebSphere MQ V5.3, client and server, with corrective
service diskette 5 (CSDO05) or higher:

MXeri esC i ent
MXer i esSer ver
MXBeri esRunti ne

«  TIBCO Rendezvous 7.2 (x86 only)

PL/SQL native compilation, The version of GNU C and C++ compilers listed previously for
Pro*C/C++, your distribution is supported for use with these products.
Oracle Call Interface,

Oracle C++ Call Interface,
Oracle XML Developer’s Kit
(XDK)

Notes: Intel C++ Compiler v7.1.0.28 or higher is also supported,
however it is not required for installation. On Red Hat
Enterprise Linux 3, OCCI is supported with both version 2.96
and version 3.2 of the GNU C++ compiler, however, version 3.2
is the default compiler version.
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Table 5-4 (Cont.) Product-Specific Software Requirements for Linux Systems

Installation Type or
Product Requirement

Oracle JDBC/OCI Drivers ~ On x86 systems only, you can use the following optional JDK

version with the Oracle JDBC/OCI drivers, however it is not
required for the installation:

«  Sun]DK 1.3.1_09 with the JNDI extension

Note: On x86 and Itanium systems, JDK 1.4.2_04 is installed
with this release. On zSeries systems, JDK 1.4.2 (31-bit) is
installed.

Real Application Clusters Oracle Cluster File System (OCFS):

. Version 1.0.13-1 or higher for SUSE Linux Enterprise Server
8

= Version 1.0.11-1 or higher for other installations

Note: OCFS is required only if you want to use a cluster file
system for database file storage. If you want to use Automatic
Storage Management or raw devices for database file storage,
you do not need to install OCFS.

ocf s- support
ocfs-tools
ocf s-kernel _version

To ensure that the system meets these requirements, follow these steps:

1.

To determine which distribution and version of Linux is installed, enter the
following command:

# cat /etc/issue

Note: Only the distributions and versions listed in the previous table
are supported. Do not install the software on other versions of Linux.

To determine whether the required kernel version is installed, enter the following
command:

# unanme -r
If the kernel version is lower than the required version, download and install the
required version or a higher version from your Linux vendor’s Web site.

To determine whether the required packages are installed, enter commands similar
to the following;:

# rpm-q package_nane

If a package is not installed, install it from your Linux distribution media or
download the required package version from your Linux vendor’s Web site.

To determine whether OCFS is installed, enter the following command:

# rpm-qa | grep ocfs

If you want to install the Oracle database files on an OCFS file system and the
packages are not installed, download them from the following Web site. Follow

the instructions listed with the kit to install the packages and configure the file
system:
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http://oss.oracl e. coni proj ect s/ ocfs/

If you require a CSD for WebSphere MQ, refer to the following Web site for
download and installation information:

http:// ww.ibm coni sof tware/integration/ngfam | y/ support/sumary/lin. htmn

Create Required UNIX Groups and User

Depending on whether this is the first time Oracle software is being installed on this
system and on the products that you are installing, you may need to create several
UNIX groups and a UNIX user.

The following UNIX groups and user are required if you are installing Oracle
Database:

The OSDBA group (dba)

You must create this group the first time you install Oracle Database software on
the system. It identifies UNIX users that have database administrative privileges
(the SYSDBA privilege). The default name for this group is dba.

If you want to specify a group name other than the default dba group, you must
choose the Custom installation type to install the software or start the Installer as a
user that is not a member of this group. In this case, the Installer prompts you to
specify the name of this group.

The OSOPER group (oper )

This is an optional group. Create this group if you want a separate group of UNIX
users to have a limited set of database administrative privileges (the SYSOPER
privilege). By default, members of the OSDBA group also have the SYSOPER
privilege.

If you want to specify a separate OSOPER group, other than the default dba
group, you must choose the Custom installation type to install the software or
start the Installer as a user that is not a member of the dba group. In this case, the
Installer prompts you to specify the name of this group. The usual name chosen
for this group is oper .

An unprivileged user (nobody)

You must verify that the unprivileged user nobody exists on the system. The
nobody user must own the external jobs (ext j 0b) executable after the
installation.

The following UNIX group and user are required for all installations:

The Oracle Inventory group (0i nstal |)

You must create this group the first time you install Oracle software on the system.
The usual name chosen for this group is oi nst al | . This group owns the Oracle
inventory, which is a catalog of all Oracle software installed on the system.

Note: If Oracle software is already installed on the system, the
existing Oracle Inventory group must be the primary group of the
UNIX user that you use to install new Oracle software. The following
sections describe how to identify an existing Oracle Inventory group.
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» The Oracle software owner user (or acl e)

You must create this user the first time you install Oracle software on the system.
This user owns all of the software installed during the installation. The usual name
chosen for this user is or acl e. This user must have the Oracle Inventory group as
its primary group. It must also have the OSDBA and OSOPER groups as a
secondary groups.

A single Oracle Inventory group is required for all installations of Oracle software on
the system. After the first installation of Oracle software, you must use the same
Oracle Inventory group for all subsequent Oracle software installations on that system.
However, you can choose to create different Oracle software owner users, OSDBA
groups, and OSOPER groups (other than or acl e, dba, and oper ) for separate
installations. By using different groups for different installations, members of these
different groups have DBA privileges only on the associated databases rather than on
all databases on the system.

See Also: The Oracle Database Administrator’s Reference for UNIX
Systems and the Oracle Database Administrator’s Guide contain more
information about the OSDBA and OSOPER groups and the SYSDBA
and SYSOPER privileges.

The following sections describe how to create the required UNIX user and groups.

Note: The following sections describe how to create local users and
groups. As an alternative to creating local users and groups, you could
create the appropriate users and groups in a directory service, for
example, Network Information Services (NIS). For information about
using directory services, contact your system administrator or refer to
your operating system documentation.

Creating the Oracle Inventory Group

You must create the Oracle Inventory group if it does not already exist. The following
subsections describe how to determine the Oracle Inventory group name, if it exists,
and how to create it if necessary.

Determine Whether the Oracle Inventory Group Exists

When you install Oracle software on the system for the first time, the Installer creates
the or al nst . | oc file. This file identifies the name of the Oracle Inventory group and
the path of the Oracle Inventory directory. To determine whether the Oracle Inventory
group exists, enter the following command:

= x86 or Itanium systems:

# nmore /etc/oralnst.loc

= zSeries systems:

# nore /var/opt/oracle/oralnst.loc
If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nventory_| oc=/u01/ app/ oracl e/ or al nventory
i nst_group=oi nstal |
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The i nst _gr oup parameter shows the name of the Oracle Inventory group
(oinstall).

Create the Oracle Inventory Group

If the or al nst . | oc file does not exist, enter the following command to create the
oi nstal | group:

# lusr/sbin/groupadd oinstall

Creating the OSDBA Group

You must create an OSDBA group in the following circumstances:

= An OSDBA group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= An OSDBA group exists, but you want to give a different group of UNIX users
database administrative privileges in a new Oracle installation

If the OSDBA group does not exist or if you require a new OSDBA group, enter the
following command to create the dba group. Use the group name dba unless a group
with that name already exists.

# [usr/sbin/groupadd dba

Creating an OSOPER Group (Optional)

Create an OSOPER group only if you want to identify a group of UNIX users with a
limited set of database administrative privileges (SYSOPER operator privileges). For
most installations, it is sufficient to create only the OSDBA group. If you want to use
an OSOPER group, you must create it in the following circumstances:

= If an OSOPER group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= Ifan OSOPER group exists, but you want to give a different group of UNIX users
database operator privileges in a new Oracle installation

If you require an new OSOPER group, enter the following command to create the
oper group. Use the group name oper unless a group with that name already exists.

# [usr/sbin/groupadd oper

Creating the Oracle Software Owner User

You must create an Oracle software owner user in the following circumstances:

= If an Oracle software owner user does not exist, for example, if this is the first
installation of Oracle software on the system

= If an Oracle software owner user exists, but you want to use a different UNIX user,
with different group membership, to give database administrative privileges to
those groups in a new Oracle Database installation

Determine Whether an Existing Oracle Software Owner User Exists

To determine whether an Oracle software owner user named or acl e exists, enter the
following command:
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#id oracle

If the or acl e user exists, the output from this command is similar to the following:

ui d=440( or acl ) gi d=200( oi nstal | ) groups=201(dba), 202( oper)

If the user exists, determine whether you want to use the existing user or create a new
user. If you want to use the existing user, ensure that the user’s primary group is the
Oracle Inventory group and that it is a member of the appropriate OSDBA and
OSOPER groups. Refer to one of the following sections for more information:

Note: If necessary, contact your system administrator before using or
modifying an existing user.

= If you want to use the existing Oracle software owner user, and the user’s primary
group is the Oracle Inventory group, refer to the Verifying that the UNIX User
nobody Exists section on page 5-14.

= To modify an existing user, refer to the "Modify an Existing Oracle Software
Owner User" section on page 5-14.

= To create a new user, refer to the following section.

Create a New Oracle Software Owner User

If the Oracle software owner user does not exist or if you require a new Oracle
software owner user, create it as follows. Use the user name or acl e unless a user with
that name already exists.

1. To create the or acl e user, enter a command similar to the following:

# lusr/sbin/useradd -g oinstall -G dba[,oper] oracle

In this command:

— The - g option specifies the primary group, which must be the Oracle
Inventory group, for example oi nst al |

— The - Goption specifies the secondary groups, which must include the OSDBA
group and if required, the OSOPER group, for example dba or dba, oper

2. Set the password of the or acl e user:
# passwd oracle

Refer to the "Verifying that the UNIX User nobody Exists" section on page 5-14 to
continue.

Modify an Existing Oracle Software Owner User

If the or acl e user exists, but its primary group is not oi nst al | or it is not a member
of the appropriate OSDBA or OSOPER groups, enter a command similar to the
following to modify it. Specify the primary group using the - g option and any
required secondary groups using the - Goption:

# [usr/sbin/usermod -g oinstall -G dba[,oper] oracle

Verifying that the UNIX User nobody Exists

Before installing the software, verify that the UNIX user nobody exists on the system:
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1. To determine whether the user exists, enter the following command:

# id nobody

If this command displays information about the nobody user, you do not have to
create that user.

2. If the nobody user does not exist, enter the following command to create it:

# [usr/sbin/useradd nobody

3. Repeat this procedure on all of the other cluster nodes.

Create Identical Users and Groups on Other Cluster Nodes

Note: You must complete the following procedures only if you are
using local users and groups. If you are using users and groups
defined in a directory service such as NIS, they are already identical
on each cluster node.

The Oracle software owner user and the Oracle Inventory, OSDBA, and OSOPER
groups must exist and be identical on all cluster nodes. To create these identical users
and groups, you must identify the user ID and group IDs assigned them on the node
where you created them, then create the user and groups with the same name and ID
on the other cluster nodes.

Identifying the User and Group IDs

To determine the user ID (UID) of the Oracle software owner user and the group IDs
(GID) of the Oracle Inventory, OSDBA, and OSOPER groups, follow these steps:

1. Enter following command:

#id oracle

The output from this command is similar to the following:
ui d=440( or acl e) gi d=200( oi nstal | ) groups=201(dba), 202(oper)

2. From the output, identify the UID for the or acl e user and the GIDs for the
groups to which it belongs.

Create the User and Groups on the Other Cluster Nodes
To create the user and groups on the other cluster nodes, repeat the following
procedure on each node:

1. Log in to the next cluster node as r oot .

2. Enter commands similar to the following to create the oi nst al | and dba groups,
and if required, the oper group. Use the - g option to specify the correct GID for
each group.

# [usr/sbin/groupadd -g 200 oinstall
# [usr/sbin/groupadd -g 201 dba
# [usr/sbin/groupadd -g 202 oper
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3.

4.

Note: If the group already exists, use the gr oupnod command to
modify it if necessary. If you cannot use the same group ID for a
particular group on this node, view the / et ¢/ gr oup file on all nodes
to identify a group ID that is available on every node. You must then
specify that ID for the group on all of the nodes.

To create the or acl e user, enter a command similar to the following:

# [usr/sbin/useradd -u 200 -g oinstall -G dba[, oper] oracle

In this command:

The - u option specifies the user ID, which must be the user ID that you
identified in the previous subsection

The - g option specifies the primary group, which must be the Oracle
Inventory group, for example oi nst al |

The - Goption specifies the secondary groups, which must include the OSDBA
group and if required, the OSOPER group, for example dba or dba, oper

Note: If the user already exists, use the user nod command to
modify it if necessary. If you cannot use the same user ID for the

or acl e user on this node, view the / et ¢/ passwd file on all nodes to
identify a user ID that is available on every node. You must then
specify that ID for the user on all of the nodes.

Set the password of the or acl e user:

# passwd oracle

Configure SSH on All Cluster Nodes

Before you install and use Oracle Real Application clusters, you must configure secure
shell (SSH) for the or acl e user on all cluster nodes. The Installer uses the ssh and
scp commands during installation to run remote commands on and copy files to the
other cluster nodes. You must configure SSH so that these commands do not prompt
for a password.

Note: This section describes how to configure OpenSSH version 3. If
SSH is not available, the Installer attempts to use r sh and r cp
instead. However, these services are disabled by default on most
Linux systems.

To configure SSH, complete the following steps on each cluster node:

1.
2.

Log in as the or acl e user.

If necessary, create the . ssh directory in the or acl e user’s home directory and
set the correct permissions on it:

$ nkdir ~/.ssh
$ chmod 755 ~/.ssh

5-16 Oracle Real Application Clusters Installation and Configuration Guide



Create Required UNIX Groups and User

3.

Enter the following commands to generate an RSA key for version 2 of the SSH
protocol:

$ /usr/bin/ssh-keygen -t rsa

At the prompts:
= Accept the default location for the key file

= Enter and confirm a pass phrase that is different from the or acl e user’s
password

This command writes the public key to the ~/ . ssh/ i d_r sa. pub file and the
private key to the ~/ . ssh/ i d_r sa file. Never distribute the private key to
anyone.

Enter the following commands to generate a DSA key for version 2 of the SSH
protocol:

$ /usr/bin/ssh-keygen -t dsa

At the prompts:
= Accept the default location for the key file

= Enter and confirm a pass phrase that is different from the or acl e user’s
password

This command writes the public key to the ~/ . ssh/ i d_dsa. pub file and the
private key to the ~/ . ssh/ i d_dsa file. Never distribute the private key to
anyone.

Copy the contents of the ~/ . ssh/i d_rsa. puband ~/ . ssh/i d_dsa. pub files to
the ~/ . ssh/ aut hori zed_keys file on this node and to the same file on all other
cluster nodes.

Note: The~/. ssh/authori zed_keys file on every node must
contain the contents from all of the ~/ . ssh/i d_r sa. pub and
~/ . ssh/ i d_dsa. pub files that you generated on all cluster nodes.

Change the permissions on the ~/ . ssh/ aut hori zed_keys file on all cluster
nodes:

$ chrmod 644 ~/.ssh/authorized_keys

At this point, if you use ssh to log in to or run a command on another node, you are
prompted for the pass phrase that you specified when you created the DSA key.

To enable the Installer to use the ssh and scp commands without being prompted for
a pass phrase, follow these steps:

1.
2.

On the system where you want to run the Installer, log in as the or acl e user.
Enter the following commands:

$ exec /usr/hin/ssh-agent $SHELL
$ /usr/bin/ssh-add

At the prompts, enter the pass phrase for each key that you generated.

If you have configured SSH correctly, you can now use the ssh or scp commands
without being prompted for a password or a pass phrase.
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4.

To test the SSH configuration, enter the following commands from the same
terminal session, testing the configuration of each cluster node:

$ ssh nodenanel date
$ ssh nodenane2 date

These commands should display the date set on each node. If any node prompts
for a password or pass phrase, verify that the ~/ . ssh/ aut hori zed_keys file on
that node contains the correct public keys.

Note: The first time you use SSH to connect to a node from a
particular system, you might see a message stating that the
authenticity of the host could not be established. Enter yes at the
prompt to continue. You should not see this message again when you
connect from this system to that node.

If you see any other messages or text, apart from the date, the
installation might fail. Make any changes required to ensure that only
the date is displayed when you enter these commands.

To ensure that X11 forwarding will not cause the installation to fail, create a
user-level SSH client configuration file for the Oracle software owner user, as
follows:

a. Using any text editor, edit or create the ~or acl e/ . ssh/ confi g file.
b. Make sure that the ForwardX11 attribute is set to no, for example:

Host *
Forwar dX11 no

You must run the Installer from this session or remember to repeat steps 2 and 3
before you start the Installer from a different terminal session.

Configure Kernel Parameters and Shell Limits

Refer to the following section for information about configuring the system kernel
parameters and shell limits.

Configuring Kernel Parameters on Linux

Note: The kernel parameter and shell limit values shown in the
following sections are recommended values only. For production
database systems, Oracle recommends that you tune these values to
optimize the performance of the system. Refer to your operating
system documentation for more information about tuning kernel
parameters.

On all cluster nodes, verify that the kernel parameters shown in the following table are
set to values greater than or equal to the recommended value shown. The procedure
following the table describes how to verify and set the values.
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Parameter Value File
semmsl 250 / proc/ sys/ kernel / sem
semmns 32000
semopm 100
semmni 128
shmall 2097152 / proc/ sys/ kernel / shmal |
shmmax Half the size of / proc/ sys/ ker nel / shmax

physical

memory (in

bytes)
shmmni 4096 / proc/ sys/ kernel / shrmi
file-max 65536 [ proc/sys/fs/fil e-max
ip_local_port_range 1024 65000 / proc/sys/net/ipv4/ip_local _port_range
rmem_default 262144 / proc/sys/ net/core/rnmem def aul t
rmem_max 262144 / proc/ sys/ net/ core/rmem mx
wmem_default 262144 / proc/ sys/ net/ core/ wrem def aul t
wmem_max 262144 / proc/ sys/ net/ core/ wrem nmax

Note:

If the current value for any parameter is higher than the value

listed in this table, do not change the value of that parameter.

To view the current value specified for these kernel parameters, and to change them if
necessary, follow these steps:

1.

Enter the commands shown in the following table to view the current values of the
kernel parameters:

Note:

you must change.

Make a note of the current values and identify any values that

Parameter

Command

semmsl, semmns,
semopm, and semmni

# [ sbin/sysctl

-a | grep sem

This command displays the value of the semaphore parameters

in the order listed.

shmall, shmmax, and # [ sbin/sysctl -a | grep shm

shmmni

file-max # [ sbin/sysctl -a | grep file-max
ip_local_port_range # [ sbin/sysctl -a | grep ip_local_port_range

This command displays a range of port numbers.

rmem_default, rmem_

max, wmem_default,

and wmem_max

# [ sbin/sysctl

-a | grep net.core

If the value of any kernel parameter is different to the recommended value,
complete the following steps:
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a. Using any text editor, create or edit the / et ¢/ sysct | . conf file and add or
edit lines similar to the following;:

Note: Include lines only for the kernel parameter values that you
want to change. For the semaphore parameters (ker nel . sem), you
must specify all four values. However, if any of the current values are
larger than the recommended value, specify the larger value.

kernel . shmal | 2097152

kernel . shmrax = 2147483648

kernel . shmmi = 4096

kernel . sem = 250 32000 100 128
fs.file-max = 65536

net.ipv4.ip_local _port_range = 1024 65000
net.core.rmemdefault = 262144
net.core.rmemnmx = 262144

net.core.wrem default = 262144
net.core. wnem nax = 262144

By specifying the values in the / et ¢/ sysct| . conf file, they persist when
you restart the system.

b. Enter the following command to change the current values of the kernel
parameters:

# [sbin/sysctl -p
Review the output from this command to verify that the values are correct. If

the values are incorrect, edit the / et ¢/ sysct | . conf file, then enter this
command again.

c. On SUSE systems only, enter the following command to cause the system to
read the / et ¢/ sysct | . conf file when it restarts:

# [ shin/chkconfig boot.sysctl on

3. Repeat this procedure on all other cluster nodes.

Set Shell Limits for the oracle User

To improve the performance of the software on Linux systems, you must increase the
following shell limits for the or acl e user:

Shell Limit Item in limits.conf  Hard Limit
Maximum number of open file descriptors nofile 65536
Maximum number of processes available to a single nproc 16384

user

To increase the shell limits:

1. Add the following lines to/ et ¢/ security/limts. conf file:

oracle sof t nproc 2047
oracle hard nproc 16384
oracle sof t nofile 1024
oracle hard nofile 65536
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2. Add or edit the following line in the / et ¢/ pam d/ | ogi n file, if it does not
already exist:

session required /1ib/security/pamlinits.so

3. Depending on the or acl e user's default shell, make the following changes to the
default shell start-up file:

= For the Bourne, Bash, or Korn shell, add the following lines to the
letc/profilefile(orthe/etc/profile.local file on SUSE systems):
if [ $USER = "oracle" ]; then
if [ $SHELL = "/bin/ksh" ]; then
ulinit -p 16384
ulimt -n 65536
el se
ulimt -u 16384 -n 65536
fi
fi

= For the Cshell (csh or t csh), add the following lines to the
[ etc/csh. | ogin file (or the/ et c/ csh. | ogi n. | ocal file on SUSE
systems):

if ( $USER == "oracle" ) then
[imt maxproc 16384
[imt descriptors 65536
endi f

4. Repeat this procedure on all other cluster nodes.

Identify Required Software Directories
You must identify or create four directories for the Oracle software, as follows:
= Oracle base directory
= Oracle Inventory directory
= CRS home directory
= Oracle home directory

The following subsections describe the requirements for these directories.

Oracle Base Directory

The Oracle base directory acts as a top-level directory for Oracle software installations.
It is analogous to the C: \ Or acl e directory used for Oracle software installations on
Windows systems. On UNIX systems, the Optimal Flexible Architecture (OFA)
guidelines recommend that you use a path similar to the following for the Oracle base
directory:

/ mount _poi nt/ app/ or acl e_sw_owner

In this example:

= mount _poi nt is the mount point directory for the file system that will contain the
Oracle software.

The examples in this guide use / u01 for the mount point directory. However, you
could choose another mount point directory, / or acl e or / opt / or acl e for
example.
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« oracl e_sw owner is the UNIX user name of the Oracle software owner, for
example or acl e.

You can use the same Oracle base directory for more than one installation or you can
create separate Oracle base directories for different installations. If different UNIX
users install Oracle software on the same system, each user must create a separate
Oracle base directory. The following example Oracle base directories could all exist on
the same system:

/u01/ app/ oracl e
[ u01/ app/ or auser
[ opt/oracl e/ app/ oracl e

The following sections describe how to identify existing Oracle base directories that
might be suitable for your installation and how to create a new Oracle base directory if
necessary.

Regardless of whether you create a new Oracle base directory or decide to use an
existing one, you must set the ORACLE_BASE environment variable to specify the full
path to this directory.

Note: The Oracle base directory can be on a local file system or on an
NFS file system on a certified NAS device. Do not create the Oracle
base directory on an OCFS version 1 file system.

Oracle Inventory Directory

The Oracle Inventory directory (or al nvent or y) stores an inventory of all software
installed on the system. It is required by, and shared by, all Oracle software
installations on a single system. The first time you install Oracle software on a system,
the Installer prompts you to specify the path to this directory. If you are installing the
software on a local file system, Oracle recommends that you choose the following
path:

oracl e_base/ oral nventory

If the Oracle base directory is on a cluster file system or an NFS file system on a NAS
device, you must specify a path for the Oracle Inventory directory on a local file
system. The Oracle base directory must be on a local file system to enable all of the
nodes to have separate inventories.

The Installer creates the directory that you specify and sets the correct owner, group,
and permissions on it. You do not need to create it.

Note: All Oracle software installations rely on this directory. Make
sure that you back it up regularly.

Do not delete this directory unless you have completely removed all
Oracle software from the system.

CRS Home Directory

The CRS home directory is the directory where you choose to install the software for
Oracle Cluster Ready Services. You must install CRS in a separate home directory.
When you run the Installer, it prompts you to specify the path to this directory, as well
as a name that identifies it. Oracle recommends that you specify a path similar to the
following for the CRS home directory:
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/u01/crs/oracl e/ product/10.1.0/crs

Note: Because you must change the permissions of all of the parent
directories of the CRS home directory after installing the software to
grant write access only to the r oot user, the CRS home directory must
not be a subdirectory of the Oracle base directory.

Oracle Home Directory

The Oracle home directory is the directory where you choose to install the software for
a particular Oracle product. You must install different Oracle products, or different
releases of the same Oracle product, in separate Oracle home directories. When you
run the Installer, it prompts you to specify the path to this directory, as well as a name
that identifies it. The directory that you specify must be a subdirectory of the Oracle
base directory. Oracle recommends that you specify a path similar to the following for
the Oracle home directory:

oracl e_base/product/10.1.0/db_1
The Installer creates the directory path that you specify under the Oracle base

directory. It also sets the correct owner, group, and permissions on it. You do not need
to create this directory.

Identify or Create an Oracle Base Directory

Before starting the installation, you must either identify an existing Oracle base
directory or if required, create a new one. This section contains information about the
following:

= Identifying an Existing Oracle Base Directory

= Creating a New Oracle Base Directory

Note: You can choose to create a new Oracle base directory, even if
other Oracle base directories exist on the system.

Identifying an Existing Oracle Base Directory

Existing Oracle base directories might not have paths that comply with OFA
guidelines. However, if you identify an existing Oracle Inventory directory or existing
Oracle home directories, you can usually identify the Oracle base directories, as
follows:

« Identify an existing Oracle Inventory directory

Enter the following command on all cluster nodes to view the contents of the
oral nst. | oc file:

= x86 or Itanium systems:

# nore /etc/oralnst.loc

= zSeries systems:

# nore /var/opt/oracle/oralnst.|oc

If the or al nst . | oc file exists, the output from this command is similar to the
following:
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i nvent ory_| oc=/ u01/ app/ or acl e/ oral nvent ory
i nst _group=oi nstal |

The i nvent ory_| oc parameter identifies the Oracle Inventory directory

(or al nvent or y) on that system. The parent directory of the or al nvent ory
directory is typically an Oracle base directory. In the previous example,

/ u01/ app/ or acl e is an Oracle base directory.

Identify existing Oracle home directories

Enter the following command on all cluster nodes to view the contents of the
or at ab file:

# nore /etc/oratab

If the or at ab file exists, it contains lines similar to the following:

*:/u03/ app/ oracl e/ product/10.1.0/db_1: N
*:/opt/orauser/infra_904:N
*:loracle/9.2.0:N

The directory paths specified on each line identify Oracle home directories.
Directory paths that end with the user name of the Oracle software owner that you
want to use are valid choices for an Oracle base directory. If you intend to use the
or acl e user to install the software, you could choose one of the following
directories from the previous example:

/u03/ app/ oracl e
[oracle

Note: If possible, choose a directory path similar to the first
(/ u03/ app/ or acl e). This path complies with the OFA guidelines.

Before deciding to use an existing Oracle base directory for this installation, make sure
that it satisfies the following conditions:

It should not be on the same file system as the operating system.

It must have an identical path on all cluster nodes or it must be an NFS file system
on a certified NAS device.

If you are not using an NFS file system, create identical Oracle base directories on
the other nodes.

It must have sufficient free disk space on all cluster nodes, as follows:

Requirement Free Disk Space

The Oracle base directory will contain only Up to 3 GB, depending on the
software files. platform

The Oracle base directory will contain both Up to 4 GB, depending on the

software and database files (not recommended for  platform
production databases).

To determine the free disk space on the file system where the Oracle base directory
is located, enter the following command:

# df -k oracle_base_path

To continue:
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If an Oracle base directory exists and you want to use it, refer to the "Create the
CRS Home Directory" section on page 5-26.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify the directory you chose.

If an Oracle base directory does not exist on the system or if you want to create a
new Oracle base directory, refer to the following section.

Creating a New Oracle Base Directory

Before you create a new Oracle base directory, you must identify an appropriate file
system with sufficient free disk space, as follows:

Requirement Free Disk Space

The Oracle base directory will contain only Up to 3 GB, depending on the platform
software files.

The Oracle base directory will contain both Up to 4 GB, depending on the platform
software and database files (not recommended for
production databases).

To identify an appropriate file system, follow these steps:

1.

3.

Use the df - h command to determine the free disk space on each mounted file
system.

From the display, identify a file system that has appropriate free space.

Note: The file system can be a local file system or an NFS file system
on a certified NAS device. Do not create the Oracle base directory on
an OCEFS file system.

The path to the Oracle base directory must be the same on all nodes.

Note the name of the mount point directory for the file system that you identified.

To create the Oracle base directory and specify the correct owner, group, and
permissions for it, follow these steps:

1.

Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nount_point/app/oracl e_sw_owner
# chown -R oracle:oinstall /nount_point/app/oracl e_sw owner
# chnod -R 775 / mount _poi nt/ app/ or acl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended Oracle base directory path is as follows:

/u01/ app/ oracl e

If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify this directory.
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Create the CRS Home Directory

You must create a CRS home directory before installing Oracle CRS. You can create the
CRS home directory on the same file system as the Oracle base directory, or you can
choose a different file system for this directory. If you choose the same file system as
the Oracle base directory, you must not use a subdirectory of the Oracle base directory
as the CRS home directory.

To identify an appropriate file system, follow these steps:

1.

3.

Use the df - h command to determine the free disk space on each mounted file
system.

From the display, identify a file system that has at least 1 MB of free disk space.

If you are using the same file system for the Oracle base directory, this 1 MB of
disk space is additional to the free disk space requirement that you identified
previously.

Note: The file system can be a local file system or an NFS file system
on a certified NAS device. Do not create the CRS home directory on an
OCEFS file system.

The path to the CRS home directory must be the same on all nodes.

Note the name of the mount point directory for the file system that you identified.

To create the CRS home directory and specify the correct owner, group, and
permissions for it, follow these steps:

1.

Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nmount_point/crs/oracle_sw owner/product/10.1.0/crs
# chown -R oracle:oinstall /nount_point/crs/oracl e_sw owner
# chnod -R 775 /mount _poi nt/crs/ oracl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended CRS home directory path is as follows:
/u01/crs/oracl e/ product/10.1.0/crs

If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

When you are installing Oracle CRS, set the ORACLE_HOME environment
variable to specify this directory.

Note: During the installation, before you run the r oot . sh script,
you must change the permissions on the parent directories of the CRS
home directory to permit only the r oot user to write to those
directories.

Choose a Storage Option for Oracle CRS, Database, and Recovery Files

The following table shows the storage options supported for storing Oracle Cluster
Ready Services (CRS) files, Oracle database files, and Oracle database recovery files.
Oracle database files include datafiles, control files, redo log files, the server parameter
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file, and the password file. Oracle CRS files include the Oracle Cluster Registry (OCR)
and the CRS voting disk.

For all installations, you must choose the storage option that you want to use for
Oracle CRS files and Oracle database files. If you want to enable automated backups
during the installation, you must also choose the storage option that you want to use
for recovery files (the flash recovery area). You do not have to use the same storage
option for each file type.

Note: For the most up-to-date information about supported storage
options for RAC installations, see the Certify pages on the
OracleMetaLink Web site:

http://metalink.oracl e.com

File Types Supported

Storage Option CRS Database  Recovery
Automatic Storage Management No Yes Yes
Cluster file system (OCFS) Yes Yes Yes

NFS file system Yes Yes Yes

Note: Requires a certified NAS device

Shared raw partitions Yes Yes No
Shared raw logical volumes (zSeries only) Yes Yes No

Use the following guidelines when choosing the storage options that you want to use
for each file type:

= You can choose any combination of the supported storage options for each file
type provided that you satisfy any requirements listed for the chosen storage
options.

= Oracle recommends that you choose ASM as the storage option for database and
recovery files.

= For Standard Edition installations, ASM is the only supported storage option for
database or recovery files.

= You cannot use Automatic Storage Management to store Oracle CRS files, because
these files must be accessible before any Oracle instance starts.

For information about how to configure disk storage before you start the installation,
refer to one of the following sections depending on your choice:

= To use a file system for Oracle CRS, database, or recovery file storage, refer to the
"Create Directories for Oracle CRS, Database, or Recovery Files" section on
page 5-28.

= Touse ASM for database or recovery file storage, refer to the "Configure Disks for
Automatic Storage Management" section on page 5-31.

= To use raw devices (partitions) for Oracle CRS or database file storage, refer to the
"Configure Raw Devices" section on page 5-44.
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If you decide to place the Oracle CRS, database, or recovery files on a file system, use
the following guidelines when deciding where to place them.

Guidelines for Placing Oracle CRS Files on a File System

The Installer does not suggest a default location for the Oracle Cluster Registry (OCR)
or the Oracle CRS voting disk. If you choose to create these files on a file system, use
the following guidelines when deciding where to place them:

You must choose a shared file system on shared disks, for example:
— A cluster file system such as OCFS
- An NFS file system on a certified NAS device

Note: If you are using a shared file system on a NAS device to store a
shared Oracle home directory for CRS or RAC, you must use the same
NAS device for Oracle CRS file storage.

It must have at least 100 MB of free disk space for the OCR and 20 MB of free disk
space for the CRS voting disk.

For improved reliability, you should choose a file system on a highly available
storage device, for example, a RAID device that implements mirroring.

If you are placing the Oracle Cluster Ready Services software on a shared file
system, you can use the same file system for these files.

The or acl e user must have write permissions to create the files in the path that
you specify.

Note: If you are upgrading from Oracle9i Release 2, you can
continue to use the raw device or shared file that you used for the
SRVM configuration repository instead of creating a new file for the
OCR.

Guidelines for Placing Oracle Database Files on a File System

If you choose to place the Oracle database files on a file system, use the following
guidelines when deciding where to place them:

You must choose a shared file system on shared disks, for example:
— A cluster file system such as OCFS
— An NFS file system on a certified NAS device

Note: If you are using a shared file system on a NAS device to store a
shared Oracle home directory for CRS or RAC, you must use the same
NAS device for Oracle database file storage.

The default path suggested by the Installer for the database file directory is a
subdirectory of the Oracle base directory. You can choose this path only if you are
using an Oracle base directory that is on a shared file system.

This default location is not recommended for production databases.
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You can choose either a single file system or more than one file system to store the
database files:

- If you want to use a single file system, choose a file system on a physical
device that is dedicated to the database.

For best performance and reliability, choose a RAID device or a logical volume
on more than one physical device and implement the
stripe-and-mirror-everything (SAME) methodology.

- If you want to use more than one file system, choose file systems on separate
physical devices that are dedicated to the database.

This method enables you to distribute physical I/O and create separate control
files on different devices for increased reliability. It also enables you to fully
implement the OFA guidelines. You must choose either the Advanced
database creation option or the Custom installation type during the
installation to implement this method.

If you intend to create a preconfigured database during the installation, the file
system (or file systems) that you choose must have at least 1.2 GB of free disk
space.

For production databases, you must estimate the disk space requirement
depending on the use that you want to make of the database.

For optimum performance, the file systems that you choose should be on physical
devices that are used only by the database.

The or acl e user must have write permissions to create the files in the path that
you specify.

Guidelines for Placing Oracle Recovery Files on a File System

Note: You must choose a location for recovery files only if you
intend to enable automated backups during the installation.

If you choose to place the Oracle recovery files on a file system, use the following
guidelines when deciding where to place them:

To prevent disk failure from making both the database files and the recovery files
unavailable, place the recovery files in a file system on a different physical disk
from the database files.

Note: Alternatively use an ASM disk group with a normal or high
redundancy level for either or both file types.

You must choose a shared file system on shared disks, for example:

— A cluster file system such as OCFS

- An NFS file system on a certified NAS device

The file system that you choose should have at least 2 GB of free disk space.

The disk space requirement is the default disk quota configured for the flash
recovery area (specified by the DB_RECOVERY_FILE_DEST_SIZE initialization
parameter).
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If you choose the Custom installation type or the Advanced database
configuration option, you can specify a different disk quota value. After you create
the database, you can also use Oracle Enterprise Manager Grid Control or
Database Control to specify a different value.

For more information about sizing the flash recovery area, refer to the Oracle
Backup and Recovery Basics manual.

= The default path suggested by the Installer for the flash recovery area is a
subdirectory of the Oracle base directory. You can choose this path only if you are
using an Oracle base directory that is on a shared file system.

This default location is not recommended for production databases.
= Theoracl e user must have write permissions to create the files in the path that

you specify.

Creating Required Directories

Note: You must complete this procedure only if you want to place
the Oracle CRS, database, or recovery files on a separate file system to
the Oracle base directory.

To create directories for the Oracle CRS, database, or recovery files on separate file
systems to the Oracle base directory, follow these steps:

1. If necessary, configure the shared file systems that you want to use and mount
them on each node.

Note: The mount point that you use for the file system must be
identical on each node. Make sure that the file systems are configured
to mount automatically when a node restarts.

2. Usethedf -h command todetermine the free disk space on each mounted file
system.

3. From the display, identify the file systems that you want to use:

File Type File System Requirements
CRS files Choose a file system with at least 120 MB of free disk space
Database files Choose either:

= Asingle file system with at least 1.2 GB of free disk space

. Two or more file systems with at least 1.2 GB of free disk space in
total

Recovery files Choose a file system with at least 2 GB of free disk space.

If you are using the same file system for more than one type of file, add the disk
space requirements for each type to determine the total disk space requirement.

4. Note the names of the mount point directories for the file systems that you
identified.
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5. Enter commands similar to the following to create the recommended
subdirectories in each of the mount point directories and set the appropriate
owner, group, and permissions on them:

= CRSfile directory:

# nkdir /nount_point/oracrs
# chown oracl e:oinstall /nmount_point/oracrs
# chnmod 775 / mount _poi nt/oracrs

= Database file directory:

# nkdir /nount_point/oradata
# chown oracle:oinstall /nount_point/oradata
# chmod 775 /mount _poi nt/ or adat a

= Recovery file directory (flash recovery area):

# nkdir /mount_point/flash_recovery_area
# chown oracle:oinstall /nount_point/flash_recovery_area
# chnod 775 /mount _point/fl ash_recovery_area

6. If you also want to use ASM or raw devices for storage, refer to one of the
following sections:
= Configure Disks for Automatic Storage Management on page 5-31
= Configure Raw Devices on page 5-44

Otherwise, refer to the "Verify that the Required Software is Running" section on
page 5-53.

Configure Disks for Automatic Storage Management

This section describes how to configure disks for use with ASM. Before you configure
the disks, you must determine the number of disks and the amount of free disk space
that you require. The following sections describe how to identify the requirements and
configure the disks on each platform:

= Identifying Storage Requirements for ASM
= Using an Existing ASM Disk Group
«  Configuring Disks for ASM

Note: Although this section refers to disks, you can also use
zero-padded files on a certified NAS storage device in an ASM disk
group. Refer to the Oracle Database Installation Guide for UNIX Systems
for information about creating and configuring NAS-based files for
use in an ASM disk group.

Identifying Storage Requirements for ASM

To identify the storage requirements for using ASM, you must determine how many
devices and the amount of free disk space that you require. To complete this task,
follow these steps:

1. Determine whether you want to use ASM for Oracle database files, recovery files,
or both.
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Note: You do not have to use the same storage mechanism for
database files and recovery files. You can use the file system for one
file type and ASM for the other.

For RAC installations, if you choose to enable automated backups and
you do not have a shared file system available, you must choose ASM
for recovery file storage.

If you enable automated backups during the installation, you can choose ASM as
the storage mechanism for recovery files by specifying an ASM disk group for the
flash recovery area. Depending on how you choose to create a database during the
installation, you have the following options:

If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to use the same ASM disk group for database files
and recovery files, or you can choose to use different disk groups for each file

type.
The same choice is available to you if you use DBCA after the installation to
create a database.

If you select an installation method that runs DBCA in non-interactive mode,
you must use the same ASM disk group for database files and recovery files.

2. Choose the ASM redundancy level that you want to use for the ASM disk group.

The redundancy level that you choose for the ASM disk group determines how
ASM mirrors files in the disk group and determines the number of disks and
amount of disk space that you require, as follows:

External redundancy

An external redundancy disk group requires a minimum of one disk device.
The effective disk space in an external redundancy disk group is the sum of
the disk space in all of its devices.

Because ASM does not mirror data in an external redundancy disk group,
Oracle recommends that you use only RAID or similar devices that provide
their own data protection mechanisms as disk devices in this type of disk

group.
Normal redundancy

In a normal redundancy disk group, ASM uses two-way mirroring by default,
to increase performance and reliability. A normal redundancy disk group
requires a minimum of two disk devices (or two failure groups). The effective
disk space in a normal redundancy disk group is half the sum of the disk space
in all of its devices.

For most installations, Oracle recommends that you use normal redundancy
disk groups.

High redundancy

In a high redundancy disk group, ASM uses three-way mirroring to increase
performance and provide the highest level of reliability. A high redundancy
disk group requires a minimum of three disk devices (or three failure groups).
The effective disk space in a high redundancy disk group is one-third the sum
of the disk space in all of its devices.
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While high redundancy disk groups do provide a high level of data protection,
you must consider the higher cost of additional storage devices before
deciding to use this redundancy level.

Determine the total amount of disk space that you require for the database files
and recovery files.

Use the following table to determine the minimum number of disks and the
minimum disk space requirements for the installation:

Redundancy Minimum Number of Database Recovery Both File
Level Disks Files Files Types
External 1 1.15GB 2.3GB 3.45 GB
Normal 2 2.3GB 4.6 GB 6.9 GB
High 3 3.45GB 6.9 GB 10.35 GB

For RAC installations, you must also add additional disk space for the ASM
metadata. You can use the following formula to calculate the additional disk space
requirements (in MB):

15 + (2 * number_of_disks) + (126 * number_of_ASM_instances)

For example, for a four-node RAC installation, using three disks in a high
redundancy disk group, you require an additional 525 MB of disk space:

15+ (2*3) + (126 * 4) = 525

If an ASM instance is already running on the system, you can use an existing disk
group to meet these storage requirements. If necessary, you can add disks to an
existing disk group during the installation.

The following section describes how to identify existing disk groups and
determine the free disk space that they contain.

Optionally identify failure groups for the ASM disk group devices.

Note: You need to complete this step only if you intend to use an
installation method that runs DBCA in interactive mode, for example,
if you intend to choose the Custom installation type or the Advanced
database configuration option. Other installation types do not enable
you to specify failure groups.

If you intend to use a normal or high redundancy disk group, you can further
protect your database against hardware failure by associating a set of disk devices
in a custom failure group. By default, each device comprises its own failure group.
However, if two disk devices in a normal redundancy disk group are attached to
the same SCSI controller, the disk group becomes unavailable if the controller fails.
The controller in this example is a single point of failure.

To protect against failures of this type, you could use two SCSI controllers, each
with two disks, and define a failure group for the disks attached to each controller.
This configuration would enable the disk group to tolerate the failure of one SCSI
controller.
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Note: If you define custom failure groups, you must specify a
minimum of two failure groups for normal redundancy disk groups
and three failure groups for high redundancy disk groups.

If you are sure that a suitable disk group does not exist on the system, install or
identify appropriate disk devices to add to a new disk group. Use the following
guidelines when identifying appropriate disk devices:

=  All of the devices in an ASM disk group should be the same size and have the
same performance characteristics.

= Do not specify more than one partition on a single physical disk as a disk
group device. ASM expects each disk group device to be on a separate
physical disk.

= Although you can specify a logical volume as a device in an ASM disk group,
Oracle does not recommend their use. Logical volume managers can hide the
physical disk architecture, preventing ASM from optimizing I/O across the
physical devices.

For information about completing this task, refer to the "Configuring Disks for
ASM" section on page 5-35.

Using an Existing ASM Disk Group

If you want to store either database or recovery files in an existing ASM disk group,
you have the following choices, depending on the installation method that you select:

If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to create a new disk group or use an existing one.

The same choice is available to you if you use DBCA after the installation to create
a database.

If you select an installation method that runs DBCA in non-interactive mode, you
must choose an existing disk group for the new database; you cannot create a new
disk group. However, you can add disk devices to an existing disk group if it has
insufficient free space for your requirements.

Note: The ASM instance that manages the existing disk group can be
running in a different Oracle home directory.

To determine whether an existing ASM disk group exists, or to determine whether
there is sufficient disk space in a disk group, you can use Oracle Enterprise Manager
Grid Control or Database Control. Alternatively, you can use the following procedure:

1.

View the contents of the or at ab file to determine whether an ASM instance is
configured on the system:

# more /etc/oratab
If an ASM instance is configured on the system, the or at ab file should contain a
line similar to the following;:

+ASM or acl e_hone_pat h: N
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In this example, +ASMis the system identifier (SID) of the ASM instance and
or acl e_hone_pat h is the Oracle home directory where it is installed. By
convention, the SID for an ASM instance begins with a plus sign.

2. Set the ORACLE_SID and ORACLE_HOME environment variables to specify the
appropriate values for the ASM instance that you want to use.

3. Connect to the ASM instance as the SYS user with SYSDBA privilege and start the
instance if necessary:

# $ORACLE_HOWE bi n/ sql pl us "SYS/ SYS_password as SYSDBA'
SQL> STARTUP

4. Enter the following command to view the existing disk groups, their redundancy
level, and the amount of free disk space in each one:
SQL> SELECT NAME, TYPE, TOTAL_MB, FREE_MB FROM V$ASM DI SKGROUP;

5. From the output, identify a disk group with the appropriate redundancy level and
note the free space that it contains.

6. If necessary, install or identify the additional disk devices required to meet the
storage requirements listed in the previous section.

Note: If you are adding devices to an existing disk group, Oracle
recommends that you use devices that have the same size and
performance characteristics as the existing devices in that disk group.

Configuring Disks for ASM

The following sections describe how to configure the disks that you want to use in an
ASM disk group. It includes information about the following:

= Configuring Disks for ASM on Linux on page 5-35

Configuring Disks for ASM on Linux

On Linux systems, Oracle provides an ASM library driver that you can use to simplify
the configuration and management of the disk devices that you want to use with ASM.
If you intend to use ASM for database storage on Linux, Oracle recommends that you
install the ASM library driver and associated utilities and use them to configure the
devices that you want to include in an ASM disk group. If you do not use the ASM
library driver, you must bind each disk device that you want to use to a raw device.
The following sections describe how to configure disks using each method:

= Configuring Disks for ASM Using the ASM Library Driver
= Configuring Disks for ASM Using Raw Devices

Note: If you choose to configure disks using the ASM library driver,
you must use Database Configuration Assistant (DBCA) in interactive
mode to create the database. You can run DBCA in interactive mode
by choosing the Custom installation type or the Advanced database
configuration option. You must also change the default disk discovery
string to ORCL: *.
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Configuring Disks for ASM Using the ASM Library Driver
To use the ASM library driver to configure ASM devices, complete the following tasks.

Install and Configure the ASM Library Driver Software
To install and configure the ASM library driver software, follow these steps:

1.

Enter the following command to determine the kernel version and architecture of
the system:

# uname -rm

If necessary, download the required ASM library driver packages from the OTN
Web site:

http:// ww. oracl e. con t echnol ogy/ sof tware/tech/|inux/asnib/index. htm

Note: For release 10.1.0.3, ASM library driver packages for some
kernel versions are available on the Oracle Cluster Ready Services
CD-ROM in the RPM5/ asnl i b directory and on the DVD-ROM in the
crs/ RPM5/ asml i b directory. However, Oracle recommends that you
check the OTN Web site for the most up-to-date packages.

You must install the following three packages, where ver si on is the version of
the ASM library driver, ar ch is the system architecture, and ker nel is the version
of the kernel that you are using:

oracl easm support - version. arch. rpm
oracl easm ker nel - versi on. arch.rpm
oracl easnt i b-version. arch. rpm
Switch user to the r oot user:

$ su -

Enter a command similar to the following to install the packages:

# rpm-Wh oracl easm support-version.arch.rpm\
oracl easm kernel -version.arch.rpm\
oracl easni i b-version. arch. rpm

For example, if you are using the Red Hat Enterprise Linux AS 2.1 enterprise
kernel on an x86 system, enter a command similar to the following;:

# rpm-Wh oracl easm support-1.0.0-1.i386.rpm\
oracl easm2.4.9-e-enterprise-1.0.0-1.i686.rpm\
oracl easm i b-1.0.0-1.i386.rpm

Enter a command similar to the following to determine the UID of the Oracle
software owner user that you are using for this installation (typically or acl e) and
the GID of the OSDBA group (typically dba):

#id oracle

Enter the following command to run the or acl easminitialization script with the
confi gur e option:

# letc/init.d/oracl easm configure
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7. Enter the following information in response to the prompts that the script

displays:

Prompt Suggested Response

Default UID to own the driver interface: Specify the UID of the Oracle software
owner user (or acl e).

Default GID to own the driver interface: Specify the GID of the OSDBA group

(dba).

Start Oracle ASM Library driver on boot (y/n): Entery to start the Oracle ASM library

driver when the system starts.

The script completes the following tasks:

Creates the / et ¢/ sysconf i g/ or acl easmconfiguration file
Creates the / dev/ or acl easmmount point
Loads the or acl easmkernel module

Mounts the ASM library driver file system

Note: The ASM library driver file system is not a regular file system.
It is used only by the ASM library to communicate with the ASM
driver.

8. Repeat this procedure on all cluster nodes where you want to install RAC.

Configure the Disk Devices to Use the ASM Library Driver
To configure the disk devices that you want to use in an ASM disk group, follow these

steps:

1. If youintend to use IDE, SCSI, or RAID devices in the ASM disk group, follow
these steps:

a.

If necessary, install or configure the shared disk devices that you intend to use
for the disk group and restart the system.

To identify the device name for the disks that you want to use, enter the
following command:

# /sbin/fdisk -I

Depending on the type of disk, the device name can vary:

Device Name
Disk Type Format Description

IDE disk [ dev/ hdxn In this example, X is a letter that identifies the
IDE disk and n is the partition number. For
example, / dev/ hda is the first disk on the first
IDE bus.

SCSI disk [ dev/ sdxn In this example, X is a letter that identifies the
SCSI disk and n is the partition number. For
example, / dev/ sda is the first disk on the first
SCSI bus.

Pre-Installation Tasks for RAC on Linux 5-37



Configure Disks for Automatic Storage Management

Device Name
Disk Type Format Description

RAID disk [ dev/ rd/ cxdypz Depending on the RAID controller, RAID
/ dev/ida/cxdypz  devices can have different device names. In the
examples shown, X is a number that identifies
the controller, y is a number that identifies the
disk, and z is a number that identifies the
partition. For example, / dev/ i da/ c0d1 is the
second logical drive on the first controller.

To include devices in a disk group, you can specify either whole-drive device
names or partition device names.

Note: On Linux systems, Oracle recommends that you create a single
whole-disk partition on each disk that you want to use.

Use either f di sk or part ed to create a single whole-disk partition on the
disk devices that you want to use.

2. On zSeries Linux only, if you intend to use direct access storage devices (DASDs),
follow these steps:

a.

If necessary, install or configure the shared DASDs that you intend to use for
the disk group and restart the system.

Enter the following command to identify the DASDs configured on the
system:

# nore /proc/ dasd/ devi ces

The output from this command contains lines similar to the following;:

0302(ECKD) at ( 94: 48) is dasdm: active at bl ocksize: 4096, 540000 bl ocks, 2109 MB

These lines display the following information for each DASD:
— The device number (0302)

— The device type (ECKD or FBA)

— The Linux device major and minor numbers (94: 48)

— The Linux device file name (dasdm

In general, DASDs have device names in the form dasdxxxXx, where Xxxxx
is between one and four letters that identify the device.

— The block size and size of the device
From the display, identify the devices that you want to use.
If you want to use FBA type DASDs, go to step 3.

You do not have to format FBA type DASDs in Linux. The device name for the
single whole-disk partition for FBA type DASDs is / dev/ dasdxxxx1.

If you want to use ECKD type DASDs, enter a command similar to the
following to format the DASD, if it is not already formatted:

# /shin/dasdfnt -b 4096 -f /dev/dasdxxxx
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Caution: Formatting a DASD destroys all existing data on the
device. Make sure that:

= You specify the correct DASD device name

= The DASD does not contain existing data that you want to
preserve

This command formats the DASD with a block size of 4 KB and the
compatible disk layout (default), which enables you to create up to three
partitions on the DASD.

Alternatively, you could use the - d | dl option to format the DASD using the
Linux disk layout if you require only a single partition. If you use this disk
layout, the partition device name for the DASD is / dev/ dasdxxxx1.

f.  1f you formatted the DASD with the compatible disk layout, enter a command
similar to the following to create a single whole-disk partition on the device:

# [/ shin/fdasd -a /dev/dasdxxxx

The device name for the single whole-disk partition for the DASDs is
/ dev/ dasdxxxx1l

3. Enter a command similar to the following to mark a disk as an ASM disk:

# letc/init.d/oracl easm createdi sk DI SK1 /dev/sdbl

In this example, DI SK1 is a name that you want to assign to the disk.

Note: The disk names that you specify can contain uppercase letters,
numbers, and the underscore character. They must start with an
uppercase letter.

If you are using a multi-pathing disk driver with ASM, make sure that
you specify the correct logical device name for the disk.

4. To make the disk available on the other cluster nodes, enter the following
command as r 0ot on each node:

# letc/init.d/oracl easm scandi sks

This command identifies shared disks attached to the node that are marked as
ASM disks.

Note: To create a database during the installation using the ASM
library driver, you must choose an installation method that runs
DBCA in interactive mode, for example by choosing the Custom
installation type or the Advanced database configuration option. You
must also change the default disk discovery string to ORCL: *.

Administer the ASM Library Driver and Disks

To administer the ASM library driver and disks, use the or acl easminitialization
script with different options, as follows:
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Option Description
configure Use the conf i gur e option to reconfigure the ASM library driver, if
necessary:

# letc/init.d/oracl easm configure

enabl e Use the di sabl e and enabl e options to change the behavior of the ASM
di sabl e library driver when the system boots. The enabl e option causes the
ASM library driver to load when the system boots:

# letc/init.d/oracl easmenabl e

start Usethestart,stop,andrestart options to load or unload the ASM
stop library driver without restarting the system:

restart # letc/init.d oracl easmrestart

creat edi sk Use the cr eat edi sk option to mark a disk device for use with the ASM

library driver and give it a name:

# letc/init.d/oracl easm creat edi sk DI SKNAVE devi cenane

del et edi sk Use the del et edi sk option to unmark a named disk device:
# letc/init.d/oracl easm del et edi sk DI SKNAVE

Caution: Do not use this command to unmark disks that are being used
by an ASM disk group. You must drop the disk from the ASM disk group
before you unmark it.

quer ydi sk Use the quer ydi sk option to determine whether a disk device or disk
name is being used by the ASM library driver:

# letc/init.dloracl easm querydi sk {DI SKNAME | devi cenane}

l'i stdisks Use the | i st di sks option to list the disk names of marked ASM library
driver disks:

# letc/init.d/oracleasmlistsdisks

scandi sks Use the scandi sks option to enable cluster nodes to identify which
shared disks have been marked as ASM library driver disks on another
node:

# letc/init.d/oracl easm scandi sks

Configuring Disks for ASM Using Raw Devices

Note: For improved performance and easier administration, Oracle
recommends that you use the ASM library driver rather than raw
devices to configure ASM disks.

To configure disks for ASM using raw devices, follow these steps:

1. If youintend to use IDE, SCSI, or RAID devices in the ASM disk group, follow
these steps:

a. If necessary, install or configure the shared disk devices that you intend to use
for the disk group and restart the system.

b. To identify the device name for the disks that you want to use, enter the
following command:

# /sbin/fdisk -I

Depending on the type of disk, the device name can vary:
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Device Name
Disk Type Format Description

IDE disk / dev/ hdxn In this example, X is a letter that identifies the
IDE disk and n is the partition number. For
example, / dev/ hda is the first disk on the first
IDE bus.

SCSI disk / dev/ sdxn In this example, X is a letter that identifies the
SCSI disk and n is the partition number. For
example, / dev/ sda is the first disk on the first
SCSI bus.

RAID disk / dev/rd/ cxdypz Depending on the RAID controller, RAID
/ dev/ida/ cxdypz  devices can have different device names. In the
examples shown, X is a number that identifies
the controller, y is a number that identifies the
disk, and z is a number that identifies the
partition. For example, / dev/ i da/ c0d1 is the
second logical drive on the first controller.

To include devices in a disk group, you can specify either whole-drive device
names or partition device names.

Note: On Linux systems, Oracle recommends that you create a single
whole-disk partition on each disk that you want to use.

c. Use either f di sk or part ed to create a single whole-disk partition on the
disk devices that you want to use.

2. On zSeries Linux only, if you intend to use direct access storage devices (DASDs),
follow these steps:

a. If necessary, install or configure the shared DASDs that you intend to use for
the disk group and restart the system.

b. Enter the following command to identify the DASDs configured on the
system:

# nore /proc/ dasd/ devi ces

The output from this command contains lines similar to the following;:

0302(ECKD) at ( 94: 48) is dasdm: active at bl ocksize: 4096, 540000 bl ocks, 2109 MB

These lines display the following information for each DASD:
— The device number (0302)

— The device type (ECKD or FBA)

— The Linux device major and minor numbers (94: 48)

— The Linux device file name (dasdm)

In general, DASDs have device names in the form dasdxxxXx, where XXXx
is between one and four letters that identify the device.

— The block size and size of the device
c. From the display, identify the devices that you want to use.

d. If you want to use FBA type DASDs, go to step 3.
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3.

You do not have to format FBA type DASDs in Linux. The device name for the
single whole-disk partition for FBA type DASDs is / dev/ dasdxxxx1.

If you want to use ECKD type DASDs, enter a command similar to the
following to format the DASD, if it is not already formatted:

# /sbin/dasdfmt -b 4096 -f /dev/dasdxxxx

Caution: Formatting a DASD destroys all existing data on the
device. Make sure that:

= You specify the correct DASD device name

= The DASD does not contain existing data that you want to
preserve

This command formats the DASD with a block size of 4 KB and the
compatible disk layout (default), which enables you to create up to three
partitions on the DASD.

Alternatively, you could use the - d | dl option to format the DASD using the
Linux disk layout if you require only a single partition. If you use this disk
layout, the partition device name for the DASD is / dev/ dasdxxxx1.

If you formatted the DASD with the compatible disk layout, enter a command
similar to the following to create a single whole-disk partition on the device:

# [/ shin/fdasd -a /dev/dasdxxxx

The device name for the single whole-disk partition for the DASDs is
/ dev/ dasdxxxx1

On Red Hat systems, complete the following steps on each node to bind the disk
devices to raw devices:

Note: If the nodes are configured differently, the disk device names
might be different on some nodes. In the following procedure, make
sure that you specify the correct disk device names on each node.

To determine what raw devices are already bound to other devices, enter the
following command on every node:

# [usr/bin/raw -ga

Raw devices have device names in the form / dev/ r aw/ r awn, where n is a
number that identifies the raw device.

For each device that you want to include in the disk group, identify a raw
device name that is unused on all nodes.

Openthe/ et c/sysconfi g/ rawdevi ces file in any text editor and add a
line similar to the following for each device that you want to include in a disk
group:

[ dev/raw rawl /dev/sdbl
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4.

Note: If you are using a multi-pathing disk driver with ASM, make
sure that you specify the correct logical device name for the disk.

Specify an unused raw device for each disk device.

For each raw device that you specified in the r awdevi ces file, enter
commands similar to the following to set the owner, group, and permissions
on the device file:

# chown oracl e: dba /dev/raw rawn
# chnod 660 /dev/raw rawn

To bind the disk devices to the raw devices, enter the following command:

# [ shin/service rawdevi ces restart

The system automatically binds the devices listed in the r awdevi ces file
when it restarts.

On SUSE systems, complete the following steps on each node to bind the disk
devices to raw devices:

Note: If the nodes are configured differently, the disk device names
might be different on some nodes. In the following procedure, make
sure that you specify the correct disk device names on each node.

To determine what raw devices are already bound to other devices, enter the
following command on every node:

# lusr/sbin/raw -qga
Raw devices have device names in the form / dev/ r aw/ r awn, where n is a
number that identifies the raw device.

For each device that you want to include in the disk group, identify a raw
device name that is unused on all nodes.

Open the/ et ¢/ r awfile in any text editor and add a line similar to the
following for each device that you want to include in a disk group:

rawl: sdbl

Note: If you are using a multi-pathing disk driver with ASM, make
sure that you specify the correct logical device name for the disk.

Specify an unused raw device for each disk device.

For each raw device that you specified in the / et ¢/ r awfile, enter commands
similar to the following to set the owner, group, and permissions on the device
file:

# chown oracl e: dba /dev/raw rawn
# chnod 660 /dev/raw rawn

To bind the disk devices to the raw devices, enter the following command:

# letc/init.d/raw start
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e. To ensure that the raw devices are bound when the system restarts, enter the
following command:

# [sbin/chkconfig raw on
5. If you also want to use raw devices for storage, refer to the "Configure Raw
Devices" section on page 5-44.

Otherwise, refer to the "Verify that the Required Software is Running" section on
page 5-53.

Configure Raw Devices

Refer to the following section for information about configuring raw devices.

Note: If you are using ASM for database file storage, you need only
create raw devices for the Oracle CRS files. However, if a cluster file
system is available on your platform, Oracle recommends that you use
that file system to store the Oracle CRS files instead of using raw
devices for them.

Configuring Raw Partitions or Raw Logical Volumes on Linux

The following subsections describe how to configure raw partitions or raw logical
volumes on Linux.

Review Important Information

The procedures in the following sections describe how to create raw partitions or raw
logical volumes for Oracle CRS and database file storage. Raw logical volumes are
supported for RAC only on zSeries systems. On x86 and Itanium systems, Oracle does
not support the use of logical volumes with RAC for either CRS or database files.

Identify the Required Raw Partitions

Table 5-5 lists the number and size of the raw partitions or logical volumes that you
must configure for database files. Table 5-6 lists the number and size of the raw
partitions or logical volumes that you must configure for CRS files.

Note: On x86 and Itanium systems, the use of logical volumes for
raw devices is supported only for single-instance databases. Their use
is not supported for RAC databases on these platforms.

Table 5-5 Raw Partitions or Logical Volumes Required for Database Files

Number Size (MB) Purpose and Sample Logical Volume Name
1 500 SYSTEM tablespace:

dbnane_syst em raw_500m
1 300 + (Number of SYSAUX tablespace:

instances * 250) dbname_sysaux_raw_800m

5-44 Oracle Real Application Clusters Installation and Configuration Guide



Configure Raw Devices

Table 5-5 (Cont.) Raw Partitions or Logical Volumes Required for Database Files

Number Size (MB) Purpose and Sample Logical Volume Name
Number of 500 UNDOTBSH tablespace (One tablespace for each instance,
instances where 7 is the number of the instance):

dbnane_undot bsn_raw 500m

1 250 TEMP tablespace:
dbname_t enp_r aw_250m
1 160 EXAMPLE tablespace:
dbname_exanpl e_raw_160m
1 120 USERS tablespace:
dbnane_users_raw 120m
2 * number of 120 Two online redo log files for each instance (where 7 is the
instances number of the instance and m is the log number, 1 or 2):

dbnane_redoln_mraw 120m

2 110 First and second control files:

dbnanme_control {1] 2} _raw 110m

1 5 Server parameter file (SPFILE):
dbname_spfile_raw 5m
1 5 Password file:

dbname_pwdfile_raw 5m

Note: If you prefer to use manual, instead of automatic, undo
management, create a single RBS tablespace raw device at least 500
MB in size instead of the UNDOTBSn raw devices.

Table 5-6 Raw Partitions or Logical Volumes Required for CRS Files

Number Size (MB) Purpose and Sample Logical Volume Name

1 100 Oracle Cluster Registry
ora_ocr_raw_100m

Note: You need to create this raw partition only once on
the cluster. If you create more than one database on the
cluster, they all share the same Oracle Cluster Registry
(OCR).

If you are upgrading from Oracle9i Release 2, you can
continue to use the raw device that you used for the SRVM
configuration repository instead of creating this new raw
device.

1 20 Oracle CRS voting disk
ora_vote_raw 20m

Note: You need to create this raw partition only once on
the cluster. If you create more than one database on the
cluster, they all share the same Oracle CRS voting disk.

To create the required raw partitions or logical volumes, refer to one of the follow
sections:

= Creating the Required Raw Partitions on IDE, SCSI, or RAID Devices on page 5-46
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= zSeries Linux Only: Creating the Required Raw Logical Volumes on page 5-47
= zSeries Linux Only: Creating the Required Raw Partitions on DASDs on page 5-49

Creating the Required Raw Partitions on IDE, SCSI, or RAID Devices
If you intend to use IDE, SCSI, or RAID devices for the raw devices, follow these steps:

1. If necessary, install or configure the shared disk devices that you intend to use for
the raw partitions and restart the system.

Note: Because the number of partitions that you can create on a
single device is limited, you might need to create the required raw
partitions on more than one device.

2. Toidentify the device name for the disks that you want to use, enter the following
command:

# /sbin/fdisk -I

Depending on the type of disk, the device name can vary:

Device Name
Disk Type Format Description

IDE disk [ dev/ hdxn In this example, X is a letter that identifies the IDE
disk and n is the partition number. For example,
/ dev/ hda is the first disk on the first IDE bus.

SCSI disk / dev/ sdxn In this example, X is a letter that identifies the SCSI
disk and n is the partition number. For example,
/ dev/ sda is the first disk on the first SCSI bus.

RAID disk [ dev/ rd/ cxdypz Depending on the RAID controller, RAID devices
/dev/idal/cxdypz canhave different device names. In the examples
shown, X is a number that identifies the controller, y
is a number that identifies the disk, and z is a
number that identifies the partition. For example,
/ dev/ i da/ c0d1 is the second logical drive on the
first controller.

You can create the required raw partitions either on new devices that you added or
on previously partitioned devices that have unpartitioned free space. To identify
devices that have unpartitioned free space, examine the start and end cylinder
numbers of the existing partitions and determine whether the device contains
unused cylinders.

3. To create raw partitions on a device, enter a command similar to the following:

# /sbin/fdisk devi cenane

Use the following guidelines when creating partitions:
— Use the p command to list the partition table of the device.
— Use the n command to create a new partition.

— After you have created the required partitions on this device, use the w
command to write the modified partition table to the device.

- See the f di sk man page for more information about creating partitions.
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4. To continue, refer to the "Bind the Partitions or Logical Volumes to Raw Devices"
section on page 5-51.

zSeries Linux Only: Creating the Required Raw Logical Volumes

On zSeries Linux only, you can use raw logical volume manager (LVM) volumes for
Oracle CRS and database file storage. You can create the required raw logical volumes
in a volume group on either direct access storage devices (DASDs) or on SCSI devices.
To configure the required raw logical volumes, follow these steps:

1. If you intend to use DASDs for the volume group, follow these steps:

a. If necessary, install or configure the shared DASDs that you intend to use for
the volume group and restart the system.

b. Enter the following command to identify the DASDs configured on the
system:

# nore /proc/ dasd/ devi ces

The output from this command contains lines similar to the following:

0302(ECKD) at ( 94: 48) is dasdm: active at bl ocksize: 4096, 540000 bl ocks, 2109 MB

These lines display the following information for each DASD:
— The device number (0302)

— The device type (ECKD or FBA)

— The Linux device major and minor numbers (94: 48)

— The Linux device file name (dasdm

In general, DASDs have device names in the form dasdxxxXx, where Xxxxx
is between one and four letters that identify the device.

— The block size and size of the device
c. From the display, identify the devices that you want to use.

d. If you want to use ECKD type DASDs, enter a command similar to the
following to format the DASD, if it is not already formatted:

# /shin/dasdfnt -b 4096 -f /dev/dasdxxxx

Caution: Formatting a DASD destroys all existing data on the
device. Make sure that:

= You specify the correct DASD device name

= The DASD does not contain existing data that you want to
preserve

This command formats the DASD with a block size of 4 KB and the
compatible disk layout (default), which enables you to create up to three
partitions on the DASD.

Note: For the DASDs that you intend to use to store the Oracle CRS
files (the Oracle Cluster Registry and the CRS voting disk) you must
use a 4 KB block size.
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Alternatively, you could use the -d | dl option to format the DASD using the
Linux disk layout.

e. If you formatted the DASD with the compatible disk layout, enter a command
similar to the following to create a single whole-disk partition on the device:

# /sbin/fdasd -a /dev/dasdxxxx

The device name for the single whole-disk partition for the DASDs is
/ dev/ dasdxxxx1.

f.  To continue, go to step 3.

Note: The examples in the following steps show SCSI device names.
You must use the appropriate DASD device names when completing
these steps.

2. If you intend to use SCSI devices in the volume group, follow these steps:

a. If necessary, install or configure the shared disk devices that you intend to use
for the volume group and restart the system.

b. To identify the device name for the disks that you want to use, enter the
following command:

# /sbin/fdisk -1

SCSI devices have device names similar to the following:

/ dev/ sdxn

In this example, X is a letter that identifies the SCSI disk and n is the partition
number. For example, / dev/ sda is the first disk on the first SCSI bus.

c. Ifnecessary, use f di sk to create partitions on the devices that you want to
use.

d. Usethet command inf di sk to change the system ID for the partitions that
you want to use to 0x8e.

3. Enter a command similar to the following to mark each device that you want to
use in the volume group as a physical volume:

# pvcreate /dev/sdal /dev/sdbl

4. To create a volume group named or acl e_vg using the devices that you marked,
enter a command similar to the following:

# vgcreate oracle_vg /dev/ dasdal /dev/dasdbl

5. To create the required logical volumes in the volume group that you created, enter
commands similar to the following:

# lvcreate -L size -n |v_nanme vg_nane

In this example:
= Si ze is the size of the logical volume, for example 500M

= | v_nane is the name of the logical volume, for example or cl _system raw_
500m

= vg_narne is the name of the volume group, for example or acl e_vg
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For example, to create a 500 MB logical volume for the SYSTEM tablespace for a
database named r ac in the or acl e_vg volume group, enter the following
command:

# lvcreate -L 500M -n rac_system raw _500m oracl e_vg

Note: These commands create a device name similar to the following
for each logical volume:

/ dev/ vg_nane/ | v_nane

6. On the other cluster nodes, enter the following commands to configure the volume
group and logical volumes on those nodes:

# vgscan
# vgchange -a y

7. To continue, refer to the "Bind the Partitions or Logical Volumes to Raw Devices"
section on page 5-51.

zSeries Linux Only: Creating the Required Raw Partitions on DASDs
On zSeries Linux only, if you intend to use direct access storage devices (DASDs) for
the raw devices, follow these steps:

1. If necessary, install or configure the shared DASDs that you intend to use for the
raw partitions and restart the system.

Note: Not all DASD types support more than one partition. Also, for
DASDs that do support more than one partition, the maximum
number of partitions supported is three.

If possible, configure DASDs with sizes that match the raw devices
that you want to use to avoid wasting disk space.

2. Enter the following command to identify the DASDs configured on the system:

# nore /proc/ dasd/ devi ces

The output from this command contains lines similar to the following:

0302(ECKD) at ( 94: 48) is dasdm: active at bl ocksize: 4096, 540000 bl ocks, 2109 MB

These lines display the following information for each DASD:
— The device number (0302)

— The device type (ECKD or FBA)

— The Linux device major and minor numbers (94: 48)

— The Linux device file name (dasdm

In general, DASDs have device names in the form dasdxxxx, where xxxXx is
between one and four letters that identify the device.

— The block size and size of the device

3. From the display, identify the devices that you want to use.
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If you want to use FBA type DASDs, go to the "Bind the Partitions or Logical
Volumes to Raw Devices" section on page 5-51.

You do not have to format FBA type DASDs in Linux. The device name for the
single whole-disk partition for FBA type DASDs is / dev/ dasdxxxx1.

If you want to use ECKD type DASDs, enter a command similar to the following
to format the DASD, if it is not already formatted:

# /sbin/dasdfnmt -b 4096 -f /dev/dasdxxxx

Caution: Formatting a DASD destroys all existing data on the
device. Make sure that:

= You specify the correct DASD device name

= The DASD does not contain existing data that you want to
preserve

This command formats the DASD with a block size of 4 KB and the compatible
disk layout (default), which enables you to create up to three partitions on the
DASD.

Note: For the DASDs that you intend to use to store the Oracle CRS
files (the Oracle Cluster Registry and the CRS voting disk) you must
use a 4 KB block size.

Alternatively, you could use the - d | dl option to format the DASD using the
Linux disk layout if you require only a single partition. If you use this disk layout,
the partition device name for the DASD is / dev/ dasdxxxx1.

If you formatted the DASD with the compatible disk layout, enter a command
similar to the following to create up to three partitions on the device, if required:

# [ sbin/fdasd /dev/dasdxxxx

Use the following guidelines when creating partitions:
— Use the p command to list the partition table of the device.
— Use the n command to create a new partition.

— After you have created the required partitions on this device, use the w
command to write the modified partition table to the device.

- See the f dasd man page for more information about creating partitions.

The partitions on a DASD have device names similar to the following, where n is
the partition number, between 1 and 3:

/ dev/ dasdxxxxn

Note: The examples in the following sections show SCSI device
names. You must use the appropriate DASD device names when
completing these procedures.
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Bind the Partitions or Logical Volumes to Raw Devices

After you have created the required partitions or logical volumes, you must bind them
to raw devices on every node. However, you must first determine what raw devices
are already bound to other devices. The procedure that you must follow to complete
this task varies, depending on the Linux distribution that you are using:

Note: If the nodes are configured differently, the disk device names
might be different on some nodes. In the following procedure, make
sure that you specify the correct disk device names on each node.

» Red Hat:

1. To determine what raw devices are already bound to other devices, enter the

following command on every node:

# lusr/bin/raw -ga

Raw devices have device names in the form / dev/ r aw/ r awn, where n is a
number that identifies the raw device.

For each device that you want to use, identify a raw device name that is
unused on all nodes.

2. Openthe/etc/sysconfig/rawdevi ces file in any text editor and add a
line similar to the following for each partition or logical volume that you
created:

/dev/raw rawl /dev/sdbl
Specify an unused raw device for each partition or logical volume.

3. For the raw device that you created for the Oracle Cluster Registry, enter
commands similar to the following to set the owner, group, and permissions
on the device file:

# chown root:oinstall /dev/raw rawn
# chmod 640 /dev/raw rawn

4. For each other raw device that you specified in the r awdevi ces file, enter
commands similar to the following to set the owner, group, and permissions
on the device file:

# chown oracl e: dba /dev/raw rawn
# chnod 660 /dev/raw rawn

5. Tobind the partitions or logical volumes to the raw devices, enter the

following command:

# | sbin/service rawevices restart

The system automatically binds the devices listed in the r awdevi ces file
when it restarts.

6. Repeat steps 2 to 5 on the other cluster nodes.

L] SUSE:
1. To determine what raw devices are already bound to other devices, enter the

following command on every node:

# lusr/sbin/raw -qga
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Raw devices have device names in the form / dev/ r aw/ r awn, where n is a
number that identifies the raw device.

For each device that you want to use, identify a raw device name that is
unused on all nodes.

2. Open the/ et c/ r awfile in any text editor and add a line similar to the
following to associate each partition or logical volume with an unused raw
device:

rawl: sdbl
3. For the raw device that you created for the Oracle Cluster Registry, enter

commands similar to the following to set the owner, group, and permissions
on the device file:

# chown root:oinstall /dev/raw rawn
# chrmod 640 /dev/raw rawn

4. For each other raw device that you specified in the / et ¢/ r awfile, enter
commands similar to the following to set the owner, group, and permissions
on the device file:

# chown oracl e: dba /dev/raw rawn
# chmod 660 /dev/raw rawn

5. Tobind the partitions or logical volumes to the raw devices, enter the
following command:
# letc/init.d/raw start

6. To ensure that the raw devices are bound when the system restarts, enter the
following command:

# [ sbin/chkconfig raw on

7. Repeat steps 2 to 6 on the other cluster nodes.

Create the DBCA Raw Device Mapping File

Note: You must complete this procedure only if you are using raw
devices for database files. You do not specify the raw devices for the
Oracle CRS files in the DBCA raw device mapping file.

To enable Database Configuration Assistant (DBCA) to identify the appropriate raw
device for each database file, you must create a raw device mapping file, as follows:

1. Set the ORACLE_BASE environment variable to specify the Oracle base directory
that you identified or created previously:

« Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/u01/ app/oracle ; export ORACLE BASE

« Cshell:
% set env. ORACLE_BASE / u01/ app/ oracl e

2. Create a database file subdirectory under the Oracle base directory and set the
appropriate owner, group, and permissions on it:
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# nkdir -p $ORACLE BASE or adat a/ dbnane

# chown -R oracle:oinstall $ORACLE_BASE/ or adat a

# chmod -R 775 $ORACLE_BASE/ or adat a

In this example, dbnane is the name of the database that you chose previously.
3. Change directory to the $ORACLE_BASE/ or adat a/ dbnamne directory.

4. Edit the dbname_r aw. conf file in any text editor to create a file similar to the
following:

Note: The following example shows a sample mapping file for a
two-instance RAC cluster.

systenv/ dev/raw r awl
sysaux=/ dev/raw r aw2
exanpl e=/ dev/ raw r awd
users=/dev/raw raw4

t enp=/ dev/raw raws
undot bs1=/ dev/raw r awé
undot bs2=/ dev/ r aw r aw7
redol 1=/ dev/raw raw8
redol_2=/dev/raw rawd
redo2_1=/dev/raw rawl0
redo2_2=/dev/raw rawll
control 1=/dev/raw rawl2
control 2=/dev/raw rawl3
spfile=/dev/raw rawl4
pwdfi | e=/ dev/raw rawl5

Use the following guidelines when creating or editing this file:
= Each line in the file must have the following format:
dat abase_obj ect _identifier=raw device_path
= For a RAC database, the file must specify one automatic undo tablespace

datafile (undot bsn) and two redo log files (r edon_1, r edon_2) for each
instance.

= Specify at least two control files (cont r ol 1, control 2).

» To use manual instead of automatic undo management, specify a single RBS
tablespace datafile (r bs) instead of the automatic undo management
tablespace datafiles.

5. Save the file and note the file name that you specified.

6. When you are configuring the or acl e user’s environment later in this chapter, set
the DBCA_RAW_CONFIG environment variable to specify the full path to this
file.

Verify that the Required Software is Running

Before installing Oracle Real Application Clusters on Linux systems, verify that the
hangcheck-ti mer module is loaded and configured correctly. If you are using
Oracle Cluster File System for Linux, you must also verify that it is configured
correctly. The following sections describe how to complete these tasks.
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Check the Configuration of the hangcheck-timer Module

The hangcheck-ti mer module monitors the Linux kernel for extended operating
system hangs that could affect the reliability of a RAC node and cause a database
corruption. If a hang occurs, the module restarts the node in seconds.

You can use the hangcheck_t i ck and hangcheck_mar gi n parameters to control
the behavior of the module, as follows:

=« Thehangcheck_ti ck parameter defines how often, in seconds, the
hangcheck-ti mer checks the node for hangs. The default value is 60 seconds.

= Thehangcheck_mar gi n parameter defines how long the timer waits, in seconds,
for a response from the kernel. The default value is 180 seconds.

If the kernel fails to respond within the sum of the hangcheck_t i ck and
hangcheck_mar gi n parameter values, the hangcheck-t i mer module restarts the
system. Using the default values, the node would be restarted if the kernel fails to
respond within 240 seconds.

To verify that the hangcheck- t i mer module is running on every node:

1. Enter the following command on each node to determine which kernel modules
are loaded:

# [ sbin/|smod

2. If the hangcheck-ti mer module is not listed for any node, enter a command
similar to the following to start the module on that node:
# I sbin/insnod hangcheck-timer hangcheck_tick=30 hangcheck_mar gi n=180

3. To ensure that the module is loaded every time the system restarts, verify that the

local system startup file contains the command shown in the previous step, or add
it if necessary:

« Red Hat:

On Red Hat Enterprise Linux systems, add the command to the
letc/rc.d/rc.local file.

« SUSE:
On SUSE systems, add the command to the/ et c/init. d/ boot. | ocal file.

Check the Configuration of OCFS

If you intend to use Oracle Cluster File System for database files, verify that it is
configured correctly, as follows:

Note: For more information about configuring OCFS, refer to the
documentation provided with the kit or available from the following
Web site:

http://oss.oracle.conl projects/ocfs

1. Enter the following command to verify that OCFS is configured to start at
runlevels 2, 3, and 5:

# lusr/sbin/chkconfig --list ocfs

2. Verify that the OCFS file systems you want to use are mounted and are specified in
the / et c/ f st ab file.
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Stop Existing Oracle Processes

Stop Existing Oracle Processes

Caution: If you are installing additional Oracle Database 10g
products in an existing Oracle home, stop all processes running in the
Oracle home. You must complete this task to enable the Installer to
relink certain executables and libraries.

If you choose to create a database during the installation, most installation types
configure and start a default Oracle Net listener using TCP/IP port 1521 and the IPC
key value EXTPROC. However, if an existing Oracle Net listener process is using the
same port or key value, the Installer can only configure the new listener; it cannot start
it. To ensure that the new listener process starts during the installation, you must shut
down any existing listeners before starting the Installer.

To determine whether an existing listener process is running and to shut it down if
necessary, follow these steps:

1.

Switch user to or acl e:
# su - oracle
Enter the following command to determine whether a listener process is running
and to identify its name and the Oracle home directory in which it is installed:
$ ps -ef | grep tnslsnr
This command displays information about the Oracle Net listeners running on the
system:
. oracle_homel/bin/tnslsnr LI STENER -inherit

In this example, or acl e_home1 is the Oracle home directory where the listener is
installed and L1 STENERs the listener name.

Note: If no Oracle Net listeners are running, refer to the "Configure
the oracle User’s Environment" section on page 5-56 to continue.

Set the ORACLE_HOME environment variable to specify the appropriate Oracle
home directory for the listener:

« Bourne, Bash, or Korn shell:

$ ORACLE_HOVE=or acl e_honel
$ export ORACLE HOME

= Cshell:

% set env. ORACLE_HOME oracl e_honel
Enter the following command to identify the TCP/IP port number and IPC key
value that the listener is using:

$ $ORACLE_HOMVE/ bin/lsnrctl status |istenername

Note: If the listener uses the default name LISTENER, you do not
have to specify the listener name in this command.
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5. Enter a command similar to the following to stop the listener process:

$ $ORACLE_HOVE/ bin/lsnrctl stop |istenernane

6. Repeat this procedure to stop all listeners running on this system and on all other
cluster nodes.

Configure the oracle User’s Environment

You run the Installer from the or acl e account. However, before you start the Installer
you must configure the environment of the or acl e user. To configure the
environment, you must:

= Set the default file mode creation mask (umask) to 022 in the shell startup file.
«  Set the DISPLAY and ORACLE_BASE environment variables.

To set the or acl e user’s environment, follow these steps:

1. Start a new terminal session, for example, an X terminal (xt er m.

2. Enter the following command to ensure that X Window applications can display
on this system:

$ xhost +

3. If you are not already logged in to the system where you want to install the
software, log in to that system as the or acl e user.

4. If you are not logged in as the or acl e user, switch user to or acl e:

$ su - oracle

5. To determine the default shell for the or acl e user, enter the following command:

$ echo $SHELL

6. Open the or acl e user’s shell startup file in any text editor:
= Bash shell on Red Hat Enterprise Linux:
$ vi .bash_profile

« Bourne shell (sh), Bash shell (bash), or Korn shell (ksh):
$ vi .profile

« Cshell (cshortcsh):
%vi .login
7. Enter or edit the following line, specifying a value of 022 for the default file mode
creation mask:

umask 022

8. If the ORACLE_SID, ORACLE_HOME, or ORACLE_BASE environment variables
are set in the file, remove the appropriate lines from the file.

9. Save the file and exit from the editor.
10. To run the shell startup script, enter one of the following commands:
= Bash shell on Red Hat Enterprise Linux:
$ . ./.bash_profile
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11.

12.

13.

« Bourne, Bash, or Korn shell:

$. ./.profile

« Cshell:
% source ./.login
If you are not installing the software on the local system, enter a command similar
to the following to direct X applications to display on the local system:
« Bourne, Bash, or Korn shell:

$ DI SPLAY=l ocal _host: 0.0 ; export DI SPLAY

«  Cshell:

% setenv DI SPLAY | ocal host: 0.0
In this example, | ocal _host is the host name or IP address of the system that
you want to use to display the Installer (your workstation or PC).

If you determined that the / t np directory has less than 400 MB of free disk space,
identify a file system with at least 400 MB of free space and set the TEMP and
TMPDIR environment variables to specify a temporary directory on this file
system:

a. Usethedf -hcommand toidentify a suitable file system with sufficient free
space.

b. If necessary, enter commands similar to the following to create a temporary
directory on the file system that you identified, and set the appropriate
permissions on the directory:

$ su - root

# nkdir /nount_point/tnp

# chnod a+w /mount _point/tnp
# exit

c. Enter commands similar to the following to set the TEMP and TMPDIR
environment variables:
*  Bourne, Bash, or Korn shell:

$ TEMP=/ nount _poi nt/tnp
$ TMPDI R=/ mount _poi nt/t np
$ export TEMP TMPDIR

*  Cshell:

% setenv TEMP /nount _point/tnp
% setenv TMPDI R / mount _poi nt/tnp

Enter commands similar to the following to set the ORACLE_BASE environment
variable:

« Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/ u01/ app/ oracl e
$ export ORACLE_BASE

«  Cshell:
% set env. ORACLE_BASE / u01/ app/ oracl e
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In these examples, / u01/ app/ or acl e is the Oracle base directory that you
created or identified earlier.

14. If you are using raw devices for database file storage, set the DBCA_RAW_
CONFIG environment variable to specify the full path to the raw device mapping
file:

« Bourne, Bash, or Korn shell:
$ DBCA RAW CONFI G=$0ORACLE_BASE/ or adat a/ dbnanme/ dbnane_r aw. conf
$ export DBCA_RAW CONFI G
« Cshell:
% set env DBCA_RAW CONFI G=$ORACLE_BASE/ or adat a/ dbnane/ dbnane_r aw. conf

15. Enter the following command to ensure that the ORACLE_HOME and TNS_
ADMIN environment variables are not set:

« Bourne, Bash, or Korn shell:
$ unset ORACLE_HOME
$ unset TNS_ADM N

« Cshell:

% unset env ORACLE_HOVE
% unsetenv. TNS_ADM N

Note: If the ORACLE_HOME environment variable is set, the
Installer uses the value that it specifies as the default path for the
Oracle home directory. However, if you set the ORACLE_BASE
environment variable, Oracle recommends that you unset the
ORACLE_HOME environment variable and choose the default path
suggested by the Installer.

16. To verify that the environment has been set correctly, enter the following
commands:

$ umask
$ env | nore

Verify that the umask command displays a value of 22, 022, or 0022 and that the
environment variables you set in this section have the correct values.
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Pre-installation Tasks for RAC on Mac OS X

This chapter describes the tasks that you must complete before you start the Oracle
Universal Installer. It includes information about the following tasks:

Log In to the System as root

Check the Hardware Requirements

Check the Network Requirements

Check the Software Requirements

Create Required UNIX Groups and User

Configure Kernel Parameters and Shell Limits
Identify Required Software Directories

Identify or Create an Oracle Base Directory

Create the CRS Home Directory

Choose a Storage Option for Oracle CRS, Database, and Recovery Files
Configure Disks for Automatic Storage Management
Configure Raw Partitions

Stop Existing Oracle Processes

Configure the oracle User’s Environment

Log In to the System as root

Before you install the Oracle software, you must complete several tasks as the r oot
user. To log in as the r oot user, follow these steps:

1.
2.
3.

Log in to the system as a user that is a member of the adm n group.
Start a local terminal session (/ Appl i cations/ Utilities/ Term nal).

If you are not logged in as the r oot user, enter the following command to start a
shell session with r oot privileges:

$ sudo sh

When prompted, enter your password.
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Note: Alternatively, if you are logged in as a user who is a
member of the admi n group, you can use the sudo command to
run commands as the r oot user, as follows:

$ sudo /usr/shin/sysctl -a

Check the Hardware Requirements
Each system must meet the following minimum hardware requirements:
= 512 MB of physical RAM (536870912 bytes)
= 1 GB of swap space (or twice the size of RAM)

On systems with 2 GB or more of RAM, the swap space can be between one and
two times the size of RAM.

= 400 MB of disk space in the / t np directory

= Up to 3 GB of disk space for the Oracle software, depending on the installation
type

= 1.2 GB of disk space for a preconfigured database that uses file system storage
(optional)

Note: The disk space requirement for databases that use
Automatic Storage Management (ASM) or raw device storage is
described later in this chapter.

Additional disk space, either on a file system or in an ASM disk group, is required
for the flash recovery area if you choose to configure automated backups.

To ensure that each system meets these requirements, follow these steps:

1. To determine the physical RAM size, use System Profiler
(/Applications/Uilities/System Profiler)orenter the following
command:

# [usr/sbin/systemprofiler SPHardwareDataType | grep Menory
If the size of the physical RAM installed in the system is less than the required
size, you must install more memory before continuing.

2. To ensure that the system has enough swap space, enter the following command:

#df -h/

Note: Mac OS X dynamically creates swap files as required in the
/ privat e/ var / vmdirectory. Make sure that you have at least 1
GB of available disk space on the root (/) file system to
accommodate newly created swap files.

3. To determine the amount of disk space available in the / t mp directory, enter the
following command:

#df -h /tnp
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If there is less than 400 MB of disk space available in the / t np directory, complete
one of the following steps:

= Delete unnecessary files from the / t np directory to achieve the required disk
space.

= Set the TEMP and TMPDIR environment variables when setting the or acl e
user’s environment (described later).

= Extend the file system that contains the / t np directory. If necessary, contact
your system administrator for information about extending file systems.

To determine the amount of free disk space on the system, enter the following
command:

#df -h

Check the Network Requirements

Check that you have the networking hardware and internet protocol (IP) addresses
required for an Oracle Real Application Clusters installation.

Note: For the most up-to-date information about supported
network protocols and hardware for RAC installations, see the
Certify pages on the OracleMetaLink Web site:

http://metalink.oracl e.com

Network Hardware Requirements
Each node in the cluster must meet the following requirements:

Each node must have at least two network adapters; one for the public network
interface and one for the private network interface (the interconnect).

The interface names associated with the network adapters for each network must
be the same on all nodes.

For increased reliability, you can configure redundant public and private network
adapters for each node.

For the public network, each network adapter must support TCP/IP.

For the private network, the interconnect must support the user datagram protocol
(UDP) using high-speed network adapters and switches that support TCP/IP
(Gigabit Ethernet or better recommended).

Note: UDP is the default interconnect protocol for RAC and TCP
is the interconnect protocol for Oracle CRS.

IP Address Requirements

Before starting the installation, you must identify or obtain the following IP addresses
for each node:

An IP address and an associated host name registered in the domain name service
(DNS) for each public network interface

One unused virtual IP address and an associated virtual host name registered in
DNS that you will configure for the primary public network interface
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The virtual IP address must be in the same subnet as the associated public
interface. After installation, you can configure clients to use the virtual host name
or IP address. If a node fails, its virtual IP address fails over to another node.

A private IP address and optional host name for each private interface

Oracle recommends that you use non-routable IP addresses for the private
interfaces, for example 10.*.*.* or 192.168.*.*. You can use the / et ¢/ host s file on
each node (or NetInfo) to associate private host names with private IP addresses.

For example, if each node has two public and two private interfaces, you might have
the following host names and IP addresses on one of the nodes (r ac1) and similar
host names and IP addresses on the other nodes:

Host Name Type IP Address Registered In

racl. mydonai n. com Public 143.47.43.100 DNS

racl-2. mydonmi n. com Public 143.46.51.101 DNS

racl-vip. nydonai n. com Virtual 143.47.43.104 DNS

racl-privl Private 10.0.0.1 / et ¢/ host s or NetInfo
racl-priv2 Private 10.0.0.2 / et c/ host s or NetInfo

Checking the Network Requirements
To verify that each node meets the requirements, follow these steps:

1.

If necessary, install the network adapters for the public and private networks and
configure them with either public or private IP addresses.

Register the host names and IP addresses for the public network interfaces in
DNS.

For each node, register one virtual host name and IP address in DNS.
For each private interface on every node, complete one of the following steps:

= Add aline similar to the following to the / et ¢/ host s file on all nodes,
specifying the private IP address and associated private host name:

10.0.0.1 racl-privl
« Enter commands similar to the following on all nodes to register the private IP
address and private host name in the local NetInfo database:

# nicl . create /machines/racl-privl
# nicl . append /machi nes/racl-privl ip_address 10.0.0.1

To identify the interface name and associated IP address for every network
adapter, enter the following command:
# Ishin/ifconfig

From the output, identify the interface name and IP address for all network
adapters that you want to specify as public or private network interfaces.

Note: When you install Oracle CRS and RAC, you will require
this information.

6-4 Oracle Real Application Clusters Installation and Configuration Guide



Check the Software Requirements

Check the Software Requirements

Check that the required software and patches are installed on the system.

Check for Required Software

Depending on the products that you intend to install, verify that the following
software is installed on the system. The procedure following the table describes how to
check these requirements.

Installation Type or Product Requirement

All installations The following operating system version:

Apple Mac OS X Server 10.3.6

All Installations The following software (or a higher version) must be

installed:
= Xcode Tools 1.1 or higher

= GNU C compiler (gcc) version 3.3 20030304 (Apple
Computer, Inc. build 1635)

This version of gcc is included in Xcode Tools 1.2 or
higher or in the Dec 2003 gccLongBranch Tools

update.
PL/SQL native compilation, The version of the GNU C and C++ compiler listed
Pro*C/C++, previously is supported for use with these products.
Oracle Call Interface,
Oracle C++ Call Interface,
Oracle XML Developer’s Kit (XDK)
Oracle Spatial The following software is required to build the Oracle

Spatial sample programs:
= X11 for Mac OS X and X11 SDK for Mac OS X
=  OpenMotif 2.2.3 or higher

Note: This software is required only to build the sample
programs. For information about obtaining OpenMotif,
see the following Web site:

http://darw nports. opendarw n. or g/

To ensure that the system meets these requirements, follow these steps:

1.

To determine the version of the operating system, enter the following command:

# sw_vers

Note: Only Mac OS X Server is supported.

To determine whether the required version of gcc is installed, enter the following
command:

# gcc -v

This command returns output similar to the following:

Readi ng specs from/usr/libexec/gcc/ darw n/ppc/ 3. 3/ specs
Thread nodel : posi x
gcc version 3.3 20030304 (Apple Conputer, Inc. build 1635) (-mongcall)
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If the required version (including the date and build number) or a later version is
not installed, download and install either of the following;:

= The Dec 2003 gccLongBranch Tools update
= Xcode Tools 1.2 or higher, which includes the correct version of gcc
You can download this software from the Apple Developer Connection Web site:

http://connect. appl e. com

After you log in, choose Download Software, then Developer Tools to display the
download page.

Create Required UNIX Groups and User

Depending on whether this is the first time Oracle software is being installed on this
system and on the products that you are installing, you may need to create several
UNIX groups and a UNIX user.

The following UNIX groups and user are required if you are installing Oracle
Database:

The OSDBA group (dba)

You must create this group the first time you install Oracle Database software on
the system. It identifies UNIX users that have database administrative privileges
(the SYSDBA privilege). The default name for this group is dba.

If you want to specify a group name other than the default dba group, you must
choose the Custom installation type to install the software or start the Installer as a
user that is not a member of this group. In this case, the Installer prompts you to
specify the name of this group.

The OSOPER group (oper )

This is an optional group. Create this group if you want a separate group of UNIX
users to have a limited set of database administrative privileges (the SYSOPER
privilege). By default, members of the OSDBA group also have the SYSOPER
privilege.

If you want to specify a separate OSOPER group, other than the default dba
group, you must choose the Custom installation type to install the software or
start the Installer as a user that is not a member of the dba group. In this case, the
Installer prompts you to specify the name of this group. The usual name chosen
for this group is oper .

An unprivileged user (nobody)

You must verify that the unprivileged user nobody exists on the system. The
nobody user must own the external jobs (ext j ob) executable after the
installation.

The following UNIX group and user are required for all installations:

The Oracle Inventory group (oi nstal I')

You must create this group the first time you install Oracle software on the system.
The usual name chosen for this group is oi nst al | . This group owns the Oracle
inventory, which is a catalog of all Oracle software installed on the system.
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Note: If Oracle software is already installed on the system, the
existing Oracle Inventory group must be the primary group of the
UNIX user that you use to install new Oracle software. The
following sections describe how to identify an existing Oracle
Inventory group.

» The Oracle software owner user (or acl e)

You must create this user the first time you install Oracle software on the system.
This user owns all of the software installed during the installation. The usual name
chosen for this user is or acl e. This user must have the Oracle Inventory group as
its primary group. It must also have the OSDBA and OSOPER groups as a
secondary groups.

A single Oracle Inventory group is required for all installations of Oracle software on
the system. After the first installation of Oracle software, you must use the same
Oracle Inventory group for all subsequent Oracle software installations on that system.
However, you can choose to create different Oracle software owner users, OSDBA
groups, and OSOPER groups (other than or acl e, dba, and oper ) for separate
installations. By using different groups for different installations, members of these
different groups have DBA privileges only on the associated databases rather than on
all databases on the system.

See Also: The Oracle Database Administrator’s Reference for UNIX
Systems and the Oracle Database Administrator’s Guide contain more
information about the OSDBA and OSOPER groups and the
SYSDBA and SYSOPER privileges.

The following sections describe how to create the required UNIX user and groups.

Note: The following sections describe how to create local users
and groups. As an alternative to creating local users and groups,
you could create the appropriate users and groups in a directory
service, for example, lightweight directory access protocol (LDAP)
or Network Information Services (NIS). For information about
using directory services, contact your system administrator or see
your operating system documentation.

Creating the Oracle Inventory Group

You must create the Oracle Inventory group if it does not already exist. The following
subsections describe how to determine the Oracle Inventory group name, if it exists,
and how to create it if necessary.

Determine Whether the Oracle Inventory Group Exists

When you install Oracle software on the system for the first time, the Installer creates
the or al nst . | oc file. This file identifies the name of the Oracle Inventory group and
the path of the Oracle Inventory directory. To determine whether the Oracle Inventory
group exists, enter the following command:

# nore /var/opt/oracle/oralnst.|oc
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If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nvent ory_| oc=/ Vol unes/ u01/ app/ or acl e/ or al nvent ory
i nst _group=oi nstal |

The i nst _gr oup parameter shows the name of the Oracle Inventory group
(oinstal l).

Create the Oracle Inventory Group

If the or al nst . | oc file does not exist, use one of the following methods to create the
Oracle Inventory group:

Note: Oracle recommends that you use the group name oi nst al |
for the Oracle Inventory group.

= Use Workgroup Manager (/ Appl i cati ons/ Ser ver/Wr kgr oup Manager ) to
create a group called oi nstal | .

= Use command-line utilities to create the Oracle Inventory group:
1. Enter the following command to list existing groups and group IDs (GIDs):

# nireport . /groups gid name | nore

2. Identify an unused GID for the new Oracle Inventory group.

3. Enter commands similar to the following to create the oi nst al | group:

# nicl . -create /groups/oinstall

# nicl . -append /groups/oinstall gid gid_nunber

# nicl . -append /groups/oinstall passwd "*"
Creating the OSDBA Group

You must create an OSDBA group in the following circumstances:

= An OSDBA group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= An OSDBA group exists, but you want to give a different group of UNIX users
database administrative privileges in a new Oracle installation

If the OSDBA group does not exist or if you require a new OSDBA group, create it as
follows. In the following procedures, use the group name dba unless a group with that
name already exists.

= Use Workgroup Manager to create a group called dba.
= Use command-line utilities to create the OSDBA group:
1. Enter the following command to list existing groups and GIDs:

# nireport . /groups gid name | nore

2. Identify an unused GID for the new OSDBA group.
3. Enter commands similar to the following to create the dba group:

# nicl . -create /groups/dba
# nicl . -append /groups/dba gid gid_nunber
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# nicl . -append /groups/dba passwd "*"

Creating an OSOPER Group (Optional)

Create an OSOPER group only if you want to identify a group of UNIX users with a
limited set of database administrative privileges (SYSOPER operator privileges). For
most installations, it is sufficient to create only the OSDBA group. If you want to use
an OSOPER group, you must create it in the following circumstances:

= If an OSOPER group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= If an OSOPER group exists, but you want to give a different group of UNIX users
database operator privileges in a new Oracle installation

If you require an new OSOPER group, create it as follows. In the following procedures,
use the group name oper unless a group with that name already exists.

= Use Workgroup Manager to create a group called oper .

= Use command-line utilities to create the OSOPER group:

1.

Enter the following command to list existing groups and GIDs:

# nireport . /groups gid name | nore

Identify an unused GID for the new OSOPER group.
Enter commands similar to the following to create the oper group:

# nicl . -create /groups/oper
# nicl . -append /groups/oper gid gid_nunber
# nicl . -append /groups/oper passwd "*"

Creating the Oracle Software Owner User

You must create an Oracle software owner user in the following circumstances:

= If an Oracle software owner user does not exist, for example, if this is the first
installation of Oracle software on the system

= If an Oracle software owner user exists, but you want to use a different UNIX user,
with different group membership, to give database administrative privileges to
those groups in a new Oracle Database installation

Determine Whether an Existing Oracle Software Owner User Exists

To determine whether an Oracle software owner user named or acl e exists, enter the
following command:

#id oracle

If the or acl e user exists, the output from this command is similar to the following:

ui d=440( or acl e) gi d=200( oi nstal | ) groups=201(dba), 202(oper)

If the user exists, determine whether you want to use the existing user or create a new
user. If you want to use the existing user, ensure that the user’s primary group (gi d) is
the Oracle Inventory group and that it is a member of the appropriate OSDBA and
OSOPER groups. See one of the following sections for more information:
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Note: If necessary, contact your system administrator before using
or modifying an existing user.

« If you want to use the existing Oracle software owner user, and the user’s primary
group is the Oracle Inventory group, see the "Verifying That the UNIX User
nobody Exists" section on page 6-11.

= To modify an existing user, see the "Modify an Existing Oracle Software Owner
User" section on page 6-11.

« To create a new user, see the following section.

Create a New Oracle Software Owner User

If the Oracle software owner user does not exist or if you require a new Oracle
software owner user, create it as follows. In the following procedures, use the user
name Or acl e unless a user with that name already exists.

= Use Workgroup Manager to create a user with the following properties:

Property Recommended Value

Name Oracle Software Owner

Short name oracl e

Password Specify and verify a password for the or acl e user

Primary group oi nstall

Other groups The OSDBA group (dba), and optionally the OSOPER group
(oper) if you created it

Default shell Any supported shell, for example / bi n/ t csh or/ bi n/ bash

Home directory A home directory consistent with other user home directories, for

example / User s/ or acl e

« Use command-line utilities to create the Oracle software owner user:
1. Enter the following command to list existing users and user IDs (UIDs):

# nireport . /users uid nane | nore

2. Identify an unused UID for the new Oracle software owner user.

3. Enter commands similar to the following to create the or acl e user:

# nicl . -create /users/oracle

# nicl . -append /users/oracle uid uid_nunber

# nicl . -append /users/oracle gid oinstall_gid

# nicl . -append /users/oracle shell /bin/bash

# nicl . -append /users/oracle hone /Users/oracle

# nicl . -append /users/oracle real name "Oracle software owner"

4. Enter commands similar to the following to add the or acl e user to the
OSDBA and OSOPER groups (dba and oper ):

# nicl . -append /groups/dba users oracle
# nicl . -append /groups/oper users oracle

5. Create the home directory for the or acl e user and change the owner and
group on that directory:
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6.

# nkdir /Users/oracle
# chown oracle:oinstall /Users/oracle

Set the password for the or acl e user:

# passwd oracle

See the "Verifying That the UNIX User nobody Exists" section on page 6-11 to continue.

Modify an Existing Oracle Software Owner User

If the or acl e user exists, but its primary group is not oi nst al | or it is not a member
of the appropriate OSDBA or OSOPER groups, you can use one of the following
methods to modify it:

Use Workgroup Manager to modify the or acl e user, specifying oi nst al | as the
Primary group and the appropriate OSDBA or OSOPER groups, for example dba
and oper, as secondary groups.

Use command-line utilities to modify the or acl e user:

1.

Enter the following command to determine the GID of the oi nst al | group:
# nireport . /groups/oinstall gid name

Enter the following command to change the GID of the or acl e user to the
GID of the oi nst al | group:

# nicl . -delete /users/oracle gid
# nicl . -append /users/oracle gid oinstall_gid

If necessary, enter the following commands to add the or acl e user to the
OSDBA and OSOPER groups:

# nicl . -append /groups/dba users oracle
# nicl . -append /groups/oper users oracle

Verifying That the UNIX User nobody Exists

Note: The nobody user exists by default on all Mac OS X systems.

Before installing the software, verify that the UNIX user nobody exists on the system:

1.

To determine whether the user exists, enter the following command:

# id nobody

If this command displays information about the nobody user, you do not have to
create that user.

If the nobody user does not exist, create it as follows:

a.

Enter the following command to determine whether the nobody group exists:
# nireport . /groups nanme gid | grep nobody

If the nobody group does not exist, enter commands similar to the following
to create it:

# nicl . -create /groups/nobody
# nicl . -append /groups/nobody gid -2
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# nicl . -append /groups/nobody passwd "*"

c. Enter commands similar to the following to create the nobody user:

# nicl . -create /users/nobody

# nicl . -append /users/nobody uid -2

# nicl . -append /users/nobody gid -2

# nicl . -append /users/nobody shell /usr/bin/false

# nicl . -append /users/nobody hone /var/enmpty

# nicl . -append /users/nobody real name "Unprivileged User"
# nicl . -append /users/nobody passwd "*"

3. Repeat this procedure on all of the other cluster nodes.

Create Identical Users and Groups on Other Cluster Nodes

Note: You must complete the following procedures only if you are
using local users and groups. If you are using users and groups
defined in a directory service such as NIS or if all cluster nodes use
the same parent NetInfo database, they are already identical on
each cluster node.

The Oracle software owner user and the Oracle Inventory, OSDBA, and OSOPER
groups must exist and be identical on all cluster nodes. To create these identical users
and groups, you must identify the user ID and group IDs assigned them on the node
where you created them, then create the user and groups with the same name and ID
on the other cluster nodes.

Identifying the User and Group IDs

To determine the user ID (UID) of the Oracle software owner user and the group IDs
(GID) of the Oracle Inventory, OSDBA, and OSOPER groups, follow these steps:

1. Enter the following command:

#id oracle

The output from this command is similar to the following:
ui d=440( or acl e) gi d=200( oi nstal |) groups=201(dba), 202(oper)

2. From the output, identify the UID for the or acl e user and the GIDs for the
groups to which it belongs.

Create the User and Groups on the Other Cluster Nodes
To create identical users and groups on the other nodes, use one of the following
methods:

=  Use Workgroup Manager to create or modify existing groups and users on the
other cluster nodes:

1. Determine whether the oi nstal |, dba, and oper groups exist and identify
their group IDs (GIDs):

Note: If the GID used by a group on the first node is unavailable
on another node, you must change the GID on all of the nodes,
including the first node, to a GID that is available on all nodes.
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- If the GID for an existing oi nst al | , dba, or oper group is not the same
as its GID on the other nodes, modify the GID so that it is the same on all
nodes.

- Ifanoinstall,dba, or oper group does not exist on a node, create it
and specify the same GID that it has on the other nodes.

Determine whether the or acl e user exists and identify its primary and
secondary (Other) groups:

Note: If the UID used by the or acl e user on the first node is
unavailable on another node, you must change the UID on all of the
nodes, including the first node, to a UID that is available on all
nodes.

— Ifthe or acl e user exists but its UID is not the same as on the other nodes,
its primary group is not 0i nst al |, or it is not a member of the dba group
(and optionally the oper group), modify the user properties as required.

- If the or acl e user does not exist, create it by following the instructions in
the "Create a New Oracle Software Owner User" section on page 6-10.

Make sure that the UID that you specify for the user is the same as its UID
on the other nodes.

= Use command-line utilities to create or modify existing groups and users on the
other cluster nodes:

1.

Enter the following command to list existing groups and GIDs:

# nireport . /groups gid name | nore

From the output, determine whether the oi nst al | , dba, and oper groups
exist:

Note: If the GID used by a group on the first node is unavailable
on another node, you must change the GID on all of the nodes,
including the first node, to a GID that is available on all nodes.

- If a group exists, verify that it has the same GID as the corresponding
group on the first node. If it uses a different GID, enter commands similar
to the following to change the GID:

# nicl . -delete /groups/group_nane gid
# nicl . -append /groups/group_nane gid new gid

— If a group does not exist, verify that the GID used by the group on the first
node is unused, then enter commands similar to the following to create it:

# nicl . -create /groups/group_nane
# nicl . -append /groups/group_nane gid gi d_nunber
# nicl . -append /groups/group_nanme passwd "*"

Enter the following commands to ensure that the or acl e user is a member of
the correct groups:

# nicl . -merge /groups/dba users oracle
# nicl . -nerge /groups/oper users oracle
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Enter the following command to identify whether the or acl e user exists and
to display the UIDs of existing users:

# nireport . /users uid gid nane | nore

From the output, determine whether the or acl e user exists:

Note: If the UID used by the or acl e user on the first node is
unavailable on another node, you must change the UID on all of the
nodes, including the first node, to a UID that is available on all
nodes.

If the or acl e user exists, but its UID is different from the UID on the first
node, enter commands similar to the following to change the UID:

# nicl . -delete /users/oracle uid
# nicl . -append /users/oracle uid new uid

If the or acl e user exists, but its GID is different from the GID for the
oi nst al | group, enter commands similar to the following to change the
GID:

# nicl . -delete /users/oracle gid
# nicl . -append /users/oracle gid oinstall_gid

If the or acl e user does not exist, verify that the UID used by the or acl e
user on the first node is unused, then enter commands similar to the
following to create it:.

# nicl . -create /users/oracle

# nicl . -append /users/oracle uid uid_nunber

# nicl . -append /users/oracle gid oinstall_gid

# nicl . -append /users/oracle shell /bin/bash

# nicl . -append /users/oracle hone /Users/oracle

# nicl . -append /users/oracle real name "Oracle software owner"

Set the password of the or acl e user:

# passwd oracle

Configure SSH on All Cluster Nodes

Before you install and use Oracle Real Application clusters, you must configure secure
shell (SSH) for the or acl e user on all cluster nodes. The Installer uses the ssh and
scp commands during installation to run remote commands on and copy files to the
other cluster nodes. You must configure SSH so that these commands do not prompt
for a password.

To configure SSH, complete the following steps on each cluster node:

1.
2.

Log in as the or acl e user.

If necessary, create the . ssh directory in the or acl e user’s home directory and
set the correct permissions on it:

$ nkdir ~/.ssh
$ chmod 755 ~/.ssh
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3.

Enter the following commands to generate an RSA key for version 2 of the SSH
protocol:

$ /usr/bin/ssh-keygen -t rsa

At the prompts:
= Accept the default location for the key file

= Enter and confirm a pass phrase that is different from the or acl e user’s
password

This command writes the public key to the ~/ . ssh/ i d_r sa. pub file and the
private key to the ~/ . ssh/ i d_r sa file. Never distribute the private key to
anyone.

Enter the following commands to generate a DSA key for version 2 of the SSH
protocol:

$ /usr/bin/ssh-keygen -t dsa

At the prompts:
= Accept the default location for the key file

= Enter and confirm a pass phrase that is different from the or acl e user’s
password

This command writes the public key to the ~/ . ssh/ i d_dsa. pub file and the
private key to the ~/ . ssh/ i d_dsa file. Never distribute the private key to
anyone.

Copy the contents of the ~/ . ssh/i d_rsa. puband ~/ . ssh/i d_dsa. pub files to
the ~/ . ssh/ aut hori zed_keys file on this node and to the same file on all other
cluster nodes.

Note: The~/. ssh/authori zed_keys file on every node must
contain the contents from all of the ~/ . ssh/i d_r sa. pub and
~/ . ssh/ i d_dsa. pub files that you generated on all cluster nodes.

Change the permissions on the ~/ . ssh/ aut hori zed_keys file on all cluster
nodes:

$ chrmod 644 ~/.ssh/authorized_keys

At this point, if you use ssh to log in to or run a command on another node, you are
prompted for the pass phrase that you specified when you created the DSA key.

To enable the Installer to use the ssh and scp commands without being prompted for
a pass phrase, follow these steps:

1.
2.

On the system where you want to run the Installer, log in as the or acl e user.
Enter the following commands:

$ exec /usr/hin/ssh-agent $SHELL
$ /usr/bin/ssh-add

At the prompts, enter the pass phrase for each key that you generated.

If you have configured SSH correctly, you can now use the ssh or scp commands
without being prompted for a password or a pass phrase.
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4. To test the SSH configuration, enter the following commands from the same
terminal session, testing the configuration of each cluster node:

$ ssh nodenanel date
$ ssh nodenane2 date

These commands should display the date set on each node. If any node prompts
for a password or pass phrase, verify that the ~/ . ssh/ aut hori zed_keys file on
that node contains the correct public keys.

Note: The first time you use SSH to connect to a node from a
particular system, you might see a message stating that the
authenticity of the host could not be established. Enter yes at the
prompt to continue. You should not see this message again when
you connect from this system to that node.

If you see any other messages or text, apart from the date, the
installation might fail. Make any changes required to ensure that
only the date is displayed when you enter these commands.

5. You must run the Installer from this session or remember to repeat steps 2 and 3
before you start the Installer from a different terminal session.

Configure Kernel Parameters and Shell Limits

Note: The kernel parameter and shell limit values shown in this
section are recommended values only. For production database
systems, Oracle recommends that you tune these values to optimize
the performance of the system. See your operating system
documentation for more information about tuning kernel
parameters.

If you are installing the RAC option, you must set the kernel
parameters and shell limits on all cluster nodes.

On all cluster nodes, verify that the kernel parameters shown in the following table are
set to values greater than or equal to the recommended value shown. The procedure
following the table describes how to verify and set the values.

Parameter Value
kern.corefile core
kern.sysv.semmni 87381
kern.sysv.semmns 87381
kern.sysv.semmnu 87381
kern.sysv.semmsl 87381
kern.sysv.semume 10
kern.sysv.maxproc 2068

kern.sysv.maxprocperuid 2068
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Parameter Value
net.inet.udp.maxdgram 65536
net.inet.udp.recvspace 65536

Note: If the current value for any parameter is higher than the
value listed in this table, do not change the value of that parameter.

To view the current value specified for these kernel parameters, and to change them if
necessary, follow these steps:

1. Enter the commands shown in the following table to view the current values of the
kernel parameters:

Note: Make a note of the current values and identify any values
that you must change.

Parameter Command
kern.corefile # lusr/sbin/sysctl -a | grep corefile
kern.sysv.semmni, # lusr/sbin/sysctl -a | grep sem

kern.sysv.semmns,
kern.sysv.semmnu,
kern.sysv.semmsl,
kern.sysv.semume

kern.maxproc, # lusr/sbin/sysctl -a | grep maxproc
kern.maxprocperuid

net.inet.udp.maxdgram, # /usr/sbin/sysctl -a | grep udp
net.inet.udp.recvspace

2. If the value of any kernel parameter is different to the recommended value,
complete the following steps:

a. Using any text editor, create or edit the / et ¢/ sysct | . conf file and add or
edit lines similar to the following;:

Note: Include lines only for the kernel parameter values that you
want to change.

kern. corefile=core

kern. sysv. semmi =87381

kern. sysv. semms=87381

kern. sysv. semmu=87381

kern. sysv. semsl =87381

kern. sysv. semune=10

kern. maxproc=2068

kern. maxpr ocper ui d=2068
net.inet. udp. maxdgr am=65536
net.inet.udp.recvspace=65536

By specifying the values in the / et ¢/ sysct| . conf file, they persist when
you restart the system.
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b. For each parameter that you must modify, enter a command similar to the
following to change the current value:

# lusr/sbin/sysctl -w parameter_name=val ue

For example:

# [usr/shin/sysctl -w kern. maxproc=2068

Set Shell Limits

To improve the performance of the software on Mac OS X systems, you must increase
the following shell limits:

Shell Limit Hard Limit
Maximum number of open file descriptors 65536
Maximum number of processes available to a single user 2068

To increase the shell limits:
1. Change directory to the following directory:
# cd /SysteniLibrary/ Startupltens/|PServices

2. Open the | PSer vi ces script using any text editor.

3. Add the following ul i mi t commands to the start of the St ar t Ser vi ce function
in this script:

ulimt -Hu 2068
ulimt -Su 2068
ulimt -Hn 65536
ulimt -Sn 65536

4. Add the same ul i mi t commands to the/ et ¢/ r ¢ script, before the
Syst entt art er command.

Identify Required Software Directories
You must identify or create four directories for the Oracle software, as follows:
= Oracle base directory
«  Oracle Inventory directory
= CRS home directory
«  Oracle home directory

The following subsections describe the requirements for these directories.

Oracle Base Directory

The Oracle base directory acts as a top-level directory for Oracle software installations.
It is analogous to the C: \ Or acl e directory used for Oracle software installations on
Windows systems. On UNIX systems, the Optimal Flexible Architecture (OFA)
guidelines recommend that you use a path similar to the following for the Oracle base
directory:

[ mount _poi nt/ app/ or acl e_sw_owner
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In this example:

= nmount _poi nt is the mount point directory for the file system that will contain the
Oracle software.

The examples in this guide use / Vol unmes/ u01 for the mount point directory.
However, you could choose another mount point directory, / Vol unes/ or acl e or
/ opt / or acl e for example.

« oracl e_sw owner is the UNIX user name of the Oracle software owner, for
example or acl e.

You can use the same Oracle base directory for more than one installation or you can
create separate Oracle base directories for different installations. If different UNIX
users install Oracle software on the same system, each user must create a separate
Oracle base directory. The following example Oracle base directories could all exist on
the same system:

/ Vol umes/ u01/ app/ or acl e
/ Vol unmes/ u01/ app/ or auser
[ opt/oracl e/ app/ oracl e

The following sections describe how to identify existing Oracle base directories that
might be suitable for your installation and how to create a new Oracle base directory if
necessary.

Regardless of whether you create a new Oracle base directory or decide to use an
existing one, you must set the ORACLE_BASE environment variable to specify the full
path to this directory.

Note: The Oracle base directory must be on a local file system.

Oracle Inventory Directory

The Oracle Inventory directory (or al nvent or y) stores an inventory of all software
installed on the system. It is required by, and shared by, all Oracle software
installations on a single system. The first time you install Oracle software on a system,
the Installer prompts you to specify the path to this directory. Oracle recommends that
you choose the following path:

oracl e_base/oral nventory

The Installer creates the directory that you specify and sets the correct owner, group,
and permissions on it. You do not need to create it.

Note: All Oracle software installations rely on this directory. Make
sure that you back it up regularly.

Do not delete this directory unless you have completely removed
all Oracle software from the system.

CRS Home Directory

The CRS home directory is the directory where you choose to install the software for
Oracle Cluster Ready Services. You must install CRS in a separate home directory.
When you run the Installer, it prompts you to specify the path to this directory, as well
as a name that identifies it. Oracle recommends that you specify a path similar to the
following for the CRS home directory:
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/ Vol umes/ u01/ crs/ oracl e/ product/10. 1. 0/ crs

Note: Because you must change the permissions of all of the parent
directories of the CRS home directory after installing the software to
grant write access only to the r oot user, the CRS home directory must
not be a subdirectory of the Oracle base directory.

Oracle Home Directory

The Oracle home directory is the directory where you choose to install the software for
a particular Oracle product. You must install different Oracle products, or different
releases of the same Oracle product, in separate Oracle home directories. When you
run the Installer, it prompts you to specify the path to this directory, as well as a name
that identifies it. The directory that you specify must be a subdirectory of the Oracle
base directory. Oracle recommends that you specify a path similar to the following for
the Oracle home directory:

oracl e_base/product/10.1.0/db_1
The Installer creates the directory path that you specify under the Oracle base

directory. It also sets the correct owner, group, and permissions on it. You do not need
to create this directory.

Identify or Create an Oracle Base Directory

Before starting the installation, you must either identify an existing Oracle base
directory or if required, create a new one. This section contains information about the
following:

= Identifying an Existing Oracle Base Directory

= Creating a New Oracle Base Directory

Note: You can choose to create a new Oracle base directory, even if
other Oracle base directories exist on the system.

Identifying an Existing Oracle Base Directory

Existing Oracle base directories might not have paths that comply with OFA
guidelines. However, if you identify an existing Oracle Inventory directory or existing
Oracle home directories, you can usually identify the Oracle base directories, as
follows:

« Identify an existing Oracle Inventory directory

Enter the following command on all cluster nodes to view the contents of the
oral nst. | oc file:

# nore /var/opt/oracle/oralnst.|oc
If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nvent ory_| oc=/ Vol unes/ u01/ app/ or acl e/ or al nventory
i nst _group=oi nstal |
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The i nvent ory_| oc parameter identifies the Oracle Inventory directory

(or al nvent or y) on that system. The parent directory of the or al nvent ory
directory is typically an Oracle base directory. In the previous example,

/ Vol umes/ u01/ app/ or acl e is an Oracle base directory.

Identify existing Oracle home directories

Enter the following command on all cluster nodes to view the contents of the
or at ab file:

# nore /etc/oratab

If the or at ab file exists, it contains lines similar to the following:

*: /' Vol umes/ u03/ app/ or acl e/ product/10. 1. 0/db_1: N
*:/opt/orauser/infra_904:N
*:/Vol umes/oracl e/9.2.0: N

The directory paths specified on each line identify Oracle home directories.
Directory paths that end with the user name of the Oracle software owner that you
want to use are valid choices for an Oracle base directory. If you intend to use the
or acl e user to install the software, you could choose one of the following
directories from the previous example:

/ Vol umes/ u03/ app/ or acl e
/ Vol unes/ oracl e

Note: If possible, choose a directory path similar to the first
(/ Vol urres/ u03/ app/ or acl e). This path complies with the OFA
guidelines.

Before deciding to use an existing Oracle base directory for this installation, make sure
that it satisfies the following conditions:

It should not be on the same file system as the operating system.
It must have the same path on the other nodes.
It must have at least 3 GB of free disk space.

To determine the free disk space on the file system where the Oracle base directory
is located, enter the following command:

# df -h oracle_base_path

To continue:

If an Oracle base directory exists and you want to use it, see the "Create the CRS
Home Directory" section on page 6-22.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify the directory you chose.

If an Oracle base directory does not exist on the system or if you want to create a
new Oracle base directory, see the following section.

Creating a New Oracle Base Directory

Before you create a new Oracle base directory, you must identify an appropriate file
system with at least 3 GB of free disk space.

To identify an appropriate file system, follow these steps:

Pre-installation Tasks for RAC on Mac OS X 6-21



Create the CRS Home Directory

3.

Use the df - h command to determine the free disk space on each mounted file
system.

From the display, identify a file system that has appropriate free space.

Note: The file system must be a local file system.

For RAC installations, the path to the Oracle base directory must be the same on
all nodes.

Note the name of the mount point directory for the file system that you identified.

To create the Oracle base directory and specify the correct owner, group, and
permissions for it, follow these steps:

1.

Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nount_point/app/oracl e_sw owner
# chown -R oracle:oinstall /nount_point/app/oracl e_sw_owner
# chnod -R 775 /mount _poi nt/ app/ or acl e_sw_owner

If the mount point you identified is / Vol umes/ u01 and or acl e is the user name
of the Oracle software owner, the recommended Oracle base directory path is as
follows:

/ Vol unmes/ u01/ app/ or acl e
If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify this directory.

Create the CRS Home Directory

You must create a CRS home directory before installing Oracle CRS. You can create the
CRS home directory on the same file system as the Oracle base directory, or you can
choose a different file system for this directory. If you choose the same file system as
the Oracle base directory, you must not use a subdirectory of the Oracle base directory
as the CRS home directory.

To identify an appropriate file system, follow these steps:

1.

2.

3.

Use the df - h command to determine the free disk space on each mounted file
system.

From the display, identify a file system that has at least 1 MB of free disk space.

If you are using the same file system for the Oracle base directory, this 1 MB of
disk space is additional to the free disk space requirement that you identified
previously.

Note: The file system must be a local file system.

The path to the CRS home directory must be the same on all nodes.

Note the name of the mount point directory for the file system that you identified.
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To create the CRS home directory and specify the correct owner, group, and
permissions for it, follow these steps:

1. Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nmount_point/crs/oracle_sw owner/product/10.1.0/crs
# chown -R oracle:oinstall /nount_point/crs/oracl e_sw owner
# chnod -R 775 /mount _poi nt/crs/ oracl e_sw_owner

If the mount point you identified is / Vol unmes/ u01 and or acl e is the user name
of the Oracle software owner, the recommended CRS home directory path is as
follows:

/ Vol umes/ u01/ crs/ oracl e/ product/10. 1.0/ crs
2. If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

3. When you are installing Oracle CRS, set the ORACLE_HOME environment
variable to specify this directory.

Note: During the installation, before you run the r oot . sh script,
you must change the permissions on the parent directories of the CRS
home directory to permit only the r oot user to write to those
directories.

Choose a Storage Option for Oracle CRS, Database, and Recovery Files

The following table shows the storage options supported for storing Oracle Cluster
Ready Services (CRS) files, Oracle database files, and Oracle database recovery files.
Oracle database files include datafiles, control files, redo log files, the server parameter
file, and the password file. Oracle CRS files include the Oracle Cluster Registry (OCR)
and the CRS voting disk.

For all installations, you must choose the storage option that you want to use for
Oracle CRS files and Oracle database files. If you want to enable automated backups
during the installation, you must also choose the storage option that you want to use
for recovery files (the flash recovery area). You do not have to use the same storage
option for each file type.

Note: For the most up-to-date information about supported
storage options for RAC installations, see the Certify pages on the
OracleMetaLink Web site:

http://metalink.oracl e.com

File Types Supported

Storage Option CRS Database  Recovery
Automatic Storage Management No Yes Yes
Shared raw disk partitions Yes Yes No
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Use the following guidelines when choosing the storage option that you want to use
for each file type:

= You can choose any combination of the supported storage options for each file
type.

= Oracle recommends that you choose ASM as the storage option for database and
recovery files.

« For Standard Edition installations, ASM is the only supported storage option for
database or recovery files.

= You cannot use Automatic Storage Management to store Oracle CRS files, because
these files must be accessible before any Oracle instance starts.

For information about how to configure disk storage before you start the installation,
see one of the following sections depending on your choice:

= Touse ASM for database or recovery file storage, see the "Configure Disks for
Automatic Storage Management" section on page 6-24.

= To use raw devices for Oracle CRS or database file storage, see the "Configure Raw
Partitions" section on page 6-29.

Configure Disks for Automatic Storage Management

This section describes how to configure disks for use with ASM. Before you configure
the disks, you must determine the number of disks and the amount of free disk space
that you require. The following sections describe how to identify the requirements and
configure the disks on each platform:

= Identifying Storage Requirements for ASM
= Using an Existing ASM Disk Group
« Configuring Disks for ASM

Identifying Storage Requirements for ASM

To identify the storage requirements for using ASM, you must determine how many
devices and the amount of free disk space that you require. To complete this task,
follow these steps:

1. Determine whether you want to use ASM for Oracle database files, recovery files,
or both.

Note: For RAC installations, if you choose to enable automated
backups, you must choose ASM for recovery file storage.

If you enable automated backups during the installation, you can choose ASM as
the storage mechanism for recovery files by specifying an ASM disk group for the
flash recovery area. Depending on how you choose to create a database during the
installation, you have the following options:

= If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to use the same ASM disk group for database files
and recovery files, or you can choose to use different disk groups for each file

type.
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The same choice is available to you if you use DBCA after the installation to
create a database.

If you select an installation method that runs DBCA in non-interactive mode,
you must use the same ASM disk group for database files and recovery files.

Choose the ASM redundancy level that you want to use for the ASM disk group.

The redundancy level that you choose for the ASM disk group determines how
ASM mirrors files in the disk group and determines the number of disks and
amount of disk space that you require, as follows:

External redundancy

An external redundancy disk group requires a minimum of one disk device.
The effective disk space in an external redundancy disk group is the sum of
the disk space in all of its devices.

Because ASM does not mirror data in an external redundancy disk group,
Oracle recommends that you use only RAID or similar devices that provide
their own data protection mechanisms as disk devices in this type of disk

group.
Normal redundancy

In a normal redundancy disk group, ASM uses two-way mirroring by default,
to increase performance and reliability. A normal redundancy disk group
requires a minimum of two disk devices (or two failure groups). The effective
disk space in a normal redundancy disk group is half the sum of the disk space
in all of its devices.

For most installations, Oracle recommends that you use normal redundancy
disk groups.

High redundancy

In a high redundancy disk group, ASM uses three-way mirroring to increase
performance and provide the highest level of reliability. A high redundancy
disk group requires a minimum of three disk devices (or three failure groups).
The effective disk space in a high redundancy disk group is one-third the sum
of the disk space in all of its devices.

While high redundancy disk groups do provide a high level of data protection,
you must consider the higher cost of additional storage devices before
deciding to use this redundancy level.

Determine the total amount of disk space that you require for the database files
and recovery files.

Use the following table to determine the minimum number of disks and the
minimum disk space requirements for the installation:

Minimum Number Database Recovery Both File
Redundancy Level of Disks Files Files Types
External 1 1.15GB 2.3GB 3.45GB
Normal 2 2.3GB 4.6 GB 6.9 GB
High 3 3.45GB 6.9 GB 10.35 GB
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For RAC installations, you must also add additional disk space for the ASM
metadata. You can use the following formula to calculate the additional disk space
requirements (in MB):

15 + (2 * number_of_disks) + (126 * number_of_ASM_instances)

For example, for a four-node RAC installation, using three disks in a high
redundancy disk group, you require an additional 525 MB of disk space:

(15 + (2 * 3) +(126 * 4)) = 525

If an ASM instance is already running on the system, you can use an existing disk
group to meet these storage requirements. If necessary, you can add disks to an
existing disk group during the installation.

The following section describes how to identify existing disk groups and
determine the free disk space that they contain.

4. Optionally identify failure groups for the ASM disk group devices.

Note: You need to complete this step only if you intend to use an
installation method that runs DBCA in interactive mode, for
example, if you intend to choose the Custom installation type or the
Advanced database configuration option. Other installation types
do not enable you to specify failure groups.

If you intend to use a normal or high redundancy disk group, you can further
protect your database against hardware failure by associating a set of disk devices
in a custom failure group. By default, each device comprises its own failure group.
However, if two disk devices in a normal redundancy disk group are attached to
the same SCSI controller, the disk group becomes unavailable if the controller fails.
The controller in this example is a single point of failure.

To protect against failures of this type, you could use two SCSI controllers, each
with two disks, and define a failure group for the disks attached to each controller.
This configuration would enable the disk group to tolerate the failure of one SCSI
controller.

Note: If you define custom failure groups, you must specify a
minimum of two failure groups for normal redundancy disk
groups and three failure groups for high redundancy disk groups.

5. If you are sure that a suitable disk group does not exist on the system, install or
identify appropriate disk devices to add to a new disk group. Use the following
guidelines when identifying appropriate disk devices:

= All of the devices in an ASM disk group should be the same size and have the
same performance characteristics.

= Do not specify more than one partition on a single physical disk as a disk
group device. ASM expects each disk group device to be on a separate
physical disk.

= Although you can specify a logical volume as a device in an ASM disk group,
Oracle does not recommend their use. Logical volume managers can hide the
physical disk architecture, preventing ASM from optimizing I/O across the
physical devices.
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For information about completing this task, see the "Configuring Disks for ASM"
section on page 6-28.

Using an Existing ASM Disk Group

If you want to store either database or recovery files in an existing ASM disk group,
you have the following choices, depending on the installation method that you select:

If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to create a new disk group or use an existing one.

The same choice is available to you if you use DBCA after the installation to create
a database.

If you select an installation method that runs DBCA in non-interactive mode, you
must choose an existing disk group for the new database; you cannot create a new
disk group. However, you can add disk devices to an existing disk group if it has
insufficient free space for your requirements.

Note: The ASM instance that manages the existing disk group can
be running in a different Oracle home directory.

To determine whether an existing ASM disk group exists, or to determine whether
there is sufficient disk space in a disk group, you can use Oracle Enterprise Manager
Grid Control or Database Control. Alternatively, you can use the following procedure:

1.

View the contents of the or at ab file to determine whether an ASM instance is
configured on the system:

# nore /etc/oratab

If an ASM instance is configured on the system, the or at ab file should contain a
line similar to the following:

+ASM or acl e_hone_pat h: N

In this example, +ASMis the system identifier (SID) of the ASM instance and

or acl e_hone_pat h is the Oracle home directory where it is installed. By
convention, the SID for an ASM instance begins with a plus sign.

Set the ORACLE_SID and ORACLE_HOME environment variables to specify the
appropriate values for the ASM instance that you want to use.

Connect to the ASM instance as the SYS user with SYSDBA privilege and start the
instance if necessary:

# $ORACLE_HOWE bi n/ sql pl us "SYS/ SYS_password as SYSDBA'

SQL> STARTUP

Enter the following command to view the existing disk groups, their redundancy
level, and the amount of free disk space in each one:

SQ.> SELECT NAME, TYPE, TOTAL_MB, FREE_MB FROM V$ASM DI SKGROUP;

From the output, identify a disk group with the appropriate redundancy level and
note the free space that it contains.

If necessary, install or identify the additional disk devices required to meet the
storage requirements listed in the previous section.
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Note: If you are adding devices to an existing disk group, Oracle
recommends that you use devices that have the same size and
performance characteristics as the existing devices in that disk

group.

Configuring Disks for ASM

Note: On Mac OS X systems, Oracle recommends that you create
a single whole-disk partition on each disk that you want to use.

To configure disks for ASM using raw devices, follow these steps:

1.

If necessary, install the shared disks that you intend to use for the disk group and
restart the system.

Enter the following command to display information about the disks attached to
the system:

# diskutil list

From the display, identify the name of the disk devices that you want to use for
the ASM disk group.

Enter the following command to start the Apple partition table editor:

# [usr/sbin/ pdi sk

To create a single whole-disk partition on each device that you want to include in
the disk group, repeat the following steps:

a. Enter e to edit the partition table.

b. Enter the device name of the disk that you want to partition, for example
[ dev/ r di sk4.

c. Enter p to display the partition table for that disk.
d. If the disk does not have a partition table, enter i to create one.

Press Enter at each prompt to accept the default values for block and device
sizes, then enter p again to display the new partition table. The output should
be similar to the following:

/dev/rdisk4 map block size=512

#: type nane length base ( size)
1: Apple_partition_map Apple 63 @1
2: Appl e_Free Extra 20479936 @ 64 ( 100.0Q

Devi ce bl ock size=512, Number of Bl ocks=204800000
Devi ceType=0x0, Devi cel d=0x0

e. Enter Cto create a new disk partition and specify the partition type.

f.  Enter the following values for the new partition:

Prompt Recommended Response

First block Enter the block number associated with the start (base) of
the free space on the disk, for example 64.

6-28 Oracle Real Application Clusters Installation and Configuration Guide



Configure Raw Partitions

Prompt Recommended Response

Length in blocks Enter the length in blocks (the | engt h value) of the free
space on the disk, for example 20479936.

Name of partition Enter a name for the partition, for example ASM Di sk1.

Type of partition Enter Appl e_Label .

g. Enter p again, to display the new partition table.
The type displayed for the new partition should be Appl e_Label .
h. Enter w, then y to write the new partition table to the disk.
i. Enter g to return to the top-level menu.
5. When you have finished creating partitions, enter q to quit from pdi sk.

6. For each disk device that you want to use, enter commands similar to the
following to create new devices files for the disk partition that you created, with
the correct owner, group, and permissions:

# [ sbin/disklabel -create /dev/diskns2 owner-uid=oracle owner-gid=dba \
owner - mode=0660

In this example, the device name specifies slice 2, which represents the whole-disk
partition that you created on diskn. This command creates additional block and
character device files for the partition that you specified, owned by the or acl e
user and dba group, and with permissions 660:

I dev/ di skns2s1

/ dev/ rdi skns2s1

When you specify disk devices for ASM, you must specify the character device file
name (/ dev/ rdi skns2s1).

7. On the other cluster nodes, enter commands similar to the following to create the
new device files for each disk device on that node:

# [usr/sbin/pdisk /dev/diskn -dunmp

Note: If the nodes are configured differently, the disk device names
might be different on some nodes. Make sure that you specify the
correct device names in this command on each node.

Configure Raw Partitions

Note: If you are using ASM for database file storage, you need only
create raw partitions for the Oracle CRS files.

Table 6-1 lists the number, size, and sample partition names for the partitions that you
must create for database files. Table 6-2 lists the number, size, and sample partition
names for the partitions that you must create for CRS files.
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Table 6-1 Raw Partitions Required for Database Files on Mac OS X

Number Size (MB)

Purpose and Sample Partition Device Name

1 500 SYSTEM tablespace
dbname_syst em raw_500m
1 300 + (Number SYSAUX tablespace
g;ér)ls tances * dbname_sysaux_raw_800m
Number of 500 UNDOTBSH tablespace (One tablespace for each instance)
instances dbnanme_undot bsn_raw_500m
1 250 TEMP tablespace
dbnane_t enp_raw_250m
1 160 EXAMPLE tablespace
dbnane_exanpl e_raw_160m
1 120 USERS tablespace

dbname_users_raw_120m

2 *number 120
of instances

Two online redo log files for each instance

dbnane_redon_mraw 120m

2 110 First and second control files
dbname_control {1] 2} _raw 110m

1 5 Server parameter file (SPFILE)
dbnanme_spfile_raw 5m

1 5 Password file

dbname_pwdfile_raw 5m

Note: If you prefer to use manual, instead of automatic, undo
management, create a single RBS tablespace raw device at least 500
MB in size instead of the UNDOTBSn raw devices.

Table 6-2 Raw Partitions Required for CRS Files on Mac OS X

Number Size (MB)

Purpose and Sample Partition Name

1 100

Oracle Cluster Registry
ora_ocr_raw 100m

Note: You need to create this raw partition only once on the
cluster. If you create more than one database on the cluster,
they all share the same Oracle cluster registry.

Oracle CRS voting disk
ora vote raw 20m

Note: You need to create this raw partition only once on the
cluster. If you create more than one database on the cluster,
they all share the same Oracle CRS voting disk.

The following subsections describe how to configure raw partitions on Mac OS X.
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Create Raw Partitions
To create the required raw partitions, follow these steps:

1.

If necessary, install the shared disks that you intend to use for the raw partitions
and restart the system.

Enter the following command to display information about the disks attached to
the system:

# diskutil list

From the display, identify the name of the disk devices that you want to use for
the raw partitions.

Enter the following command to start the Apple partition table editor:

# [usr/sbin/ pdi sk

To create partitions on each device that you want to use, repeat the following
steps:

a. Enter e to edit the partition table.

b. Enter the device name of the disk that you want to partition, for example
[ dev/ r di sk4.

c. Enter p to display the partition table for that disk.
d. If the disk does not have a partition table, enter i to create one.

Press Enter at each prompt to accept the default values for block and device
sizes, then enter p again to display the new partition table. The output should
be similar to the following:

/dev/rdisk4 map bl ock size=512

#: type nane length base ( size)
1. Apple_partition_map Apple 512 @1
2: Appl e_Free Extra 209750425 @513 ( 100.0QG

Devi ce bl ock size=512, Number of Bl ocks=204800000
Devi ceType=0x0, Devi cel d=0x0

e. Enter Cto create new disk partitions and specify their type.

Enter the following values for each new partition that you want to create:

Note: Do not create more than 15 partitions on any disk. See the
pdi sk man page for more information.

Prompt Recommended Response

First block Enter the block number associated with the start (base) of
the free space on the disk, for example 513.

Length in blocks Enter the size of the partition that you want to create. For
example, enter 500mto create a 500 MB partition.

Name of partition Enter a name for the partition, for example dbnane_system
raw_500m In this example, dbnane is the name that you
want to call the database, Syst emis the database object
identifier, and 500mis the raw partition size.
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Prompt Recommended Response

Type of partition Enter Appl e_Label .

f.  Enter p again, to display the new partition table.
The type displayed for the new partitions should be Appl e_Label .
g. Enterw, theny to write the new partition table to the disk.
h. Enter g to return to the top-level menu.
5. When you have finished creating partitions, enter g to quit from pdi sk.

6. For each partition that you created, enter commands similar to the following to
create new devices files for that partition, with the correct owner, group, and
permissions:

« OCR device:
# [ sbin/disklabel -create /dev/disknsx owner-uid=root \
owner - gi d=oi nstal | owner-mode=0640 dev- nane=ora_ocr_raw_100m
«  Other devices:
# [ shin/disklabel -create /dev/disknsx owner-uid=oracle \
owner - gi d=dba owner - node=0660 dev-nane=sanpl e_partition_name
For example:
# [ sbin/disklabel -create /dev/disk4s3 owner-uid=oracle \

owner - gi d=dba owner - node=0660 dev- nane=or cl _system raw 500m

In these examples, the device name specifies partition (slice) x on disk n. The disk
label command creates additional block and character device files for the partition
that you specified, with the specified user, group, and permissions. For example

[ dev/orcl _systemraw 500m
/dev/rorcl_systemraw 500m

When you specify raw devices in the raw device mapping file or during the
installation, you must specify the character device file name (for example
/dev/rorcl _systemraw 500m.

7. On the other cluster nodes, enter commands similar to the following for each disk
to create the new device files for the new partitions on that disk:

# lusr/sbin/pdisk /dev/diskn -dunmp

Note: If the nodes are configured differently, the disk device names
might be different on some nodes. Make sure that you specify the
correct device names in this command on each node.
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Create the DBCA Raw Device Mapping File

Note: You must complete this procedure only if you are using raw
devices for database files. You do not specify the raw devices for
the Oracle CRS files in the DBCA raw device mapping file.

To enable Database Configuration Assistant (DBCA) to identify the appropriate raw
partition for each database file, you must create a raw device mapping file, as follows:

1.

Set the ORACLE_BASE environment variable to specify the Oracle base directory
that you identified or created previously:

« Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/ Vol unes/ u01/ app/ oracl e ; export ORACLE BASE

=« Cshell:
% set env. ORACLE_BASE / Vol umes/ u01/ app/ or acl e
Create a database file subdirectory under the Oracle base directory and set the
appropriate owner, group, and permissions on it:
# nkdir -p $ORACLE BASE or adat a/ dbnane
# chown -R oracle:oinstall $ORACLE_BASE/ or adat a
# chmod -R 775 $ORACLE_BASE/ or adat a
In this example, dbnane is the name of the database that you chose previously.
Change directory to the $ORACLE_BASE/ or adat a/ dbnane directory.

Edit the dbnare_r aw. conf file in any text editor to create a file similar to the
following:

Note: The following example shows a sample mapping file for a
two-instance RAC cluster.

syst en¥/ dev/ r dbname_syst em raw_500m
sysaux=/ dev/ r dbname_sysaux_r aw_800m
exanpl e=/ dev/ r dbnane_exanpl e_raw_160m
user s=/ dev/ r dbnane_users_raw_120m

t enp=/ dev/ r dbnane_t enp_raw_250m

undot bs1=/ dev/r dbnanme_undot bs1_raw 500m
undot bs2=/ dev/ r dbnanme_undot bs2_r aw 500m
redol 1=/dev/rdbnane_redol 1 raw 120m
redol_2=/dev/rdbnane_redol 2 raw_120m
redo2_1=/dev/ rdbnane_redo2_1 raw_120m
redo2_2=/ dev/rdbnanme_redo2_2_raw_120m
control 1=/ dev/ rdbname_control 1_raw 110m
control 2=/ dev/ rdbname_control 2_raw 110m
spfil e=/dev/rdbname_spfile_raw 5m

pwdfi | e=/ dev/ r dbname_pwdfil e_raw 5m
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Use the following guidelines when creating or editing this file:
= Each line in the file must have the following format:
dat abase_obj ect _identifier=raw device_path
= For a RAC database, the file must specify one automatic undo tablespace

datafile (undot bsn) and two redo log files (r edon_1, r edon_2) for each
instance.

= Specify at least two control files (contr ol 1, contr ol 2).

= To use manual instead of automatic undo management, specify a single RBS
tablespace datafile (r bs) instead of the automatic undo management
tablespaces.

Save the file and note the file name that you specified.

When you are configuring the or acl e user’s environment later in this chapter, set
the DBCA_RAW_CONFIG environment variable to specify the full path to this
file.

Stop Existing Oracle Processes

Caution: If you are installing additional Oracle Database 10g
products in an existing Oracle home, stop all processes running in
the Oracle home. You must complete this task to enable the Installer
to relink certain executables and libraries.

If you choose to create a database during the installation, most installation types
configure and start a default Oracle Net listener using TCP/IP port 1521 and the IPC
key value EXTPROC. However, if an existing Oracle Net listener process is using the
same port or key value, the Installer can only configure the new listener; it cannot start
it. To ensure that the new listener process starts during the installation, you must shut
down any existing listeners before starting the Installer.

To determine whether an existing listener process is running and to shut it down if
necessary, follow these steps:

1.

Switch user to or acl e:
# su - oracle
Enter the following command to determine whether a listener process is running
and to identify its name and the Oracle home directory in which it is installed:
$ ps -auxww | grep tnslsnr
This command displays information about the Oracle Net listeners running on the
system:
. oracle_honel/bin/tnslsnr LI STENER -inherit

In this example, or acl e_home1 is the Oracle home directory where the listener is
installed and LI STENERs the listener name.

Note: If no Oracle Net listeners are running, see the "Configure
the oracle User’s Environment" section on page 6-35 to continue.
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Set the ORACLE_HOME environment variable to specify the appropriate Oracle
home directory for the listener:

« Bourne, Bash, or Korn shell:

$ ORACLE_HOVE=or acl e_honel
$ export ORACLE HOME

= Cshell:

% set env ORACLE_HOME oracl e_honel
Enter the following command to identify the TCP/IP port number and IPC key
value that the listener is using:

$ $ORACLE_HOME/ bin/lsnrctl status |istenernanme

Note: If the listener uses the default name LISTENER, you do not
have to specify the listener name in this command.

Enter a command similar to the following to stop the listener process:

$ $ORACLE_HOWE/ bi n/Isnrctl stop |istenernane

Repeat this procedure to stop all listeners running on this system and on all other
cluster nodes.

Configure the oracle User’s Environment

You run the Installer from the or acl e account. However, before you start the Installer
you must configure the environment of the or acl e user. To configure the
environment, you must:

Set the default file mode creation mask (umask) to 022 in the shell startup file.
Set the ORACLE_BASE environment variable.

To set the or acl e user’s environment, follow these steps:

1.
2.

Start a new terminal session.

Use the ssh, rl ogi n, ort el net command to log in to the system where you
want to install the software as the or acl e user.

Note: You must complete this step even if you are installing the
software on the local system.

To determine the default shell for the or acl e user, enter the following command:

$ echo $SHELL

Open the or acl e user’s shell startup file in any text editor:
«  Bourne shell (sh), Bash shell (bash), or Korn shell (ksh):
$ vi .profile
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Note: If the or acl e user’s shell is the Bash shell, open the . bash_
profil e file, if it exists.

« Cshell (cshortcsh):
%vi .login
5. Enter or edit the following line, specifying a value of 022 for the default file mode
creation mask:
umask 022
6. If the ORACLE_SID, ORACLE_HOME, or ORACLE_BASE environment variables
are set in the file, remove the appropriate lines from the file.
7. Save the file and exit from the editor.
8. To run the shell startup script, enter one of the following commands:
» Bash shell:
$ . ./.bash_profile

« Bourne, Bash, or Korn shell:

$. ./.profile

= Cshell:
% source ./.login
9. If you determined that the / t np directory has less than 400 MB of free disk space,
identify a file system with at least 400 MB of free space and set the TEMP and

TMPDIR environment variables to specify a temporary directory on this file
system:

a. Usethedf -hcommand toidentify a suitable file system with sufficient free
space.

b. If necessary, as a user that is a member of the admi n group, enter commands
similar to the following to create a temporary directory on the file system that
you identified, and set the appropriate permissions on the directory:

$ sudo nkdir /mount_point/tnp
$ sudo chnod a+wr /rmount _point/tnp

c. Astheoracl e user, enter commands similar to the following to set the TEMP
and TMPDIR environment variables:
*  Bourne, Bash, or Korn shell:

$ TEMP=/ nount _poi nt/t np
$ TMPDI R=/ mount _poi nt/tnp
$ export TEMP TMPDIR

*  Cshell:

% setenv TEMP /nount _point/tnp
% setenv TMPDI R / mount _poi nt/tnp

10. Enter commands similar to the following to set the ORACLE_BASE environment
variable:
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11.

12.

13.

« Bourne, Bash, or Korn shell:
$ ORACLE_BASE=/ Vol unes/ u01/ app/ or acl e
$ export ORACLE BASE
« Cshell:
% set env ORACLE_BASE / Vol unes/ u01/ app/ oracl e
In these examples, / Vol umes/ u01/ app/ or acl e is the Oracle base directory that
you created or identified earlier.

If you are using raw devices for database file storage, set the DBCA_RAW_
CONFIG environment variable to specify the full path to the raw device mapping
file:

« Bourne, Bash, or Korn shell:

$ DBCA_RAW CONFI G=$ORACLE_BASE/ or adat a/ dbnanme/ dbnane_r aw. conf
$ export DBCA_RAW CONFI G

« Cshell:

% set env DBCA_RAW CONFI G=$ORACLE_BASE/ or adat a/ dbnane/ dbnane_r aw. conf
Enter the following command to ensure that the ORACLE_HOME and TNS_
ADMIN environment variables are not set:

« Bourne, Bash, or Korn shell:

$ unset ORACLE HOME
$ unset TNS_ADM N

« Cshell:

% unset env ORACLE_HOVE
% unsetenv TNS_ADM N

Note: If the ORACLE_HOME environment variable is set, the
Installer uses the value that it specifies as the default path for the
Oracle home directory. However, if you set the ORACLE_BASE
environment variable, Oracle recommends that you unset the
ORACLE_HOME environment variable and choose the default
path suggested by the Installer.

To verify that the environment has been set correctly, enter the following
commands:

$ umask
$ env | nore

Verify that the umask command displays a value of 22, 022, or 0022 and that the
environment variables you set in this section have the correct values.
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Pre-Installation Tasks for RAC on Solaris

This chapter describes the tasks that you must complete before you start the Oracle
Universal Installer (OUI). It includes information about the following tasks:

= Log In to the System as root

«  Check the Hardware Requirements

«  Check the Network Requirements

= Check the Software Requirements

«  Create Required UNIX Groups and User

«  Configure Kernel Parameters and Shell Limits

= Identify Required Software Directories

= Identify or Create an Oracle Base Directory

«  Create the CRS Home Directory

=«  Choose a Storage Option for Oracle CRS, Database, and Recovery Files
«  Create Directories for Oracle CRS, Database, or Recovery Files
= Configure Disks for Automatic Storage Management

= Configure Raw Partitions or Raw Logical Volumes

= Verify that the Cluster Software is Configured and Running

= Stop Existing Oracle Processes

«  Configure the oracle User’s Environment
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Log In to the System as root

Before you install the Oracle software, you must complete several tasks as the r oot
user. To log in as the r oot user, complete one of the following procedures:

Note: Unless you intend to complete a silent-mode installation,
you must install the software from an X Window System
workstation, an X terminal, or a PC or other system with X server
software installed.

For more information about silent-mode installations, refer to
Appendix B.

= If you are installing the software from an X Window System workstation or X
terminal:

1. Start a local terminal session, for example, an X terminal (xt er mj.

2. If you are not installing the software on the local system, enter the following
command to enable remote hosts to display X applications on the local X
server:

$ xhost +
3. If you are not installing the software on the local system, use the ssh, r | ogi n,

ort el net commands to connect to the system where you want to install the
software:

$ telnet remote_host

4. If you are not logged in as the r oot user, enter the following command to
switch user to r oot :

$ su - root
passwor d:
#

= If you are installing the software from a PC or other system with X server software
installed:

Note: If necessary, refer to your X server documentation for more
information about completing this procedure. Depending on the X
server software that you are using, you may need to complete the
tasks in a different order.

1. Start the X server software.

2. Configure the security settings of the X server software to permit remote hosts
to display X applications on the local system.

3. Connect to the remote system where you want to install the software and start
a terminal session on that system, for example, an X terminal (xt er m).

4. If you are not logged in as the r 0ot user on the remote system, enter the
following command to switch user to r oot :

$ su - root
passwor d:
#
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Check the Hardware Requirements

Each system must meet the following minimum hardware requirements:

512 MB of physical RAM
1 GB of swap space (or twice the size of RAM)

On systems with 2 GB or more of RAM, the swap space can be between one and
two times the size of RAM.

400 MB of disk space in the / t np directory

Up to 4 GB of disk space for the Oracle software, depending on the installation
type

1.2 GB of disk space for a preconfigured database that uses file system storage
(optional)

Note: The disk space requirement for databases that use
Automatic Storage Management (ASM) or raw device storage is
described later in this chapter.

Additional disk space, either on a file system or in an ASM disk group, is required
for the flash recovery area if you choose to configure automated backups.

To ensure that each system meets these requirements, follow these steps:

1.

To determine the physical RAM size, enter the following command:

# lusr/sbin/prtconf | grep "Menory size"

If the size of the physical RAM installed in the system is less than the required
size, you must install more memory before continuing.

To determine the size of the configured swap space, enter the following command:
# lusr/sbin/swap -s

If necessary, refer to your operating system documentation for information about
how to configure additional swap space.

To determine the amount of disk space available in the / t mp directory, enter the
following command:

# df -k /tnp
If there is less than 400 MB of disk space available in the / t np directory, complete
one of the following steps:

= Delete unnecessary files from the / t np directory to achieve the required disk
space.

= Set the TEMP and TMPDIR environment variables when setting the or acl e
user’s environment (described later).

= Extend the file system that contains the / t np directory. If necessary, contact
your system administrator for information about extending file systems.

To determine whether the system architecture can run the software, enter the
following command:

# /bin/isainfo -kv
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Verify that this command displays the correct output:
= SPARC systems:

64-bit sparcv9 kernel modul es

= x86 systems:

32-bit 1386 kernel nodul es

Note: If you do not see the expected output, you cannot install the
software on this system.

Check the Network Requirements

Check that you have the networking hardware and internet protocol (IP) addresses
required for an Oracle Real Application Clusters installation.

Note: For the most up-to-date information about supported
network protocols and hardware for RAC installations, refer to the
Certify pages on the OracleMetaLink Web site:

http://metalink.oracl e.com

Network Hardware Requirements
Each node in the cluster must meet the following requirements:

= Eachnode must have at least two network adapters; one for the public network
interface and one for the private network interface (the interconnect).

= The interface names associated with the network adapters for each network must
be the same on all nodes.

= For increased reliability, you can configure redundant public and private network
adapters for each node.

= For the public network, each network adapter must support TCP/IP.

= For the private network, Oracle supports the following interconnect protocols and
hardware:

- User datagram protocol (UDP) using high-speed network adapters and
switches that support TCP/IP (Gigabit Ethernet or better recommended)

- (SPARC systems only) Remote shared memory (RSM) using peripheral
component interconnect-scalable coherent interface (PCI-SCI) adapters and
SCI switches

Note: UDP is the default interconnect protocol for RAC and TCP
is the interconnect protocol for Oracle CRS.

IP Address Requirements

Before starting the installation, you must identify or obtain the following IP addresses
for each node:
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An IP address and an associated host name registered in the domain name service
(DNS) for each public network interface

One unused virtual IP address and an associated virtual host name registered in
DNS that you will configure for the primary public network interface

The virtual IP address must be in the same subnet as the associated public
interface. After installation, you can configure clients to use the virtual host name
or IP address. If a node fails, its virtual IP address fails over to another node.

A private IP address and optional host name for each private interface

Note: If you are using Sun Cluster 3.1 (SPARC systems only), you
must use the private host name and IP address configured for each
node during the Sun Cluster installation. The default private host
name for each Sun Cluster node is cl ust er nodenodei d- pri v. Do
not specify this host name or IP address in the / et ¢/ host s or
/etc/inet/hosts file.

If you are not using Sun Cluster 3.1, you must configure private host
names and IP addresses for each node.

Oracle recommends that you use non-routable IP addresses for the private
interfaces, for example: 10.*.*.* or 192.168.*.*. If you are not using Sun Cluster 3.1,
you can use the / et ¢/ host s file on each node to associate private host names
with private IP addresses.

For example, if each node has two public and two private interfaces, you might have
the following host names and IP addresses on one of the nodes (r ac1) and similar
host names and IP addresses on the other nodes:

Host Name Type IP Address Registered In
racl. nydonai n. com Public 143.47.43.100 DNS
racl- 2. mydomai n. com Public 143.46.51.101 DNS
racl-vip. nydonai n. com Virtual 143.47.43.104 DNS
racl-privl Private 10.0.0.1 /etc/hosts
racl-priv2 Private 10.0.0.2 /etc/ hosts

Checking the Network Requirements
To verify that each node meets the requirements, follow these steps:

1.

If necessary, install the network adapters for the public and private networks and
configure them with either public or private IP addresses.

Register the host names and IP addresses for the public network interfaces in
DNS.

For each node, register one virtual host name and IP address in DNS.

Note: If you are using Sun Cluster 3.1, go to step 6

For each private interface on every node, add a line similar to the following to the
/ et c/ host s file on all nodes, specifying the private IP address and associated
private host name:
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10.0.0.1 racl-privl

5. To identify the interface name and associated IP address for every network
adapter, enter the following command:
# lusr/sbhin/ifconfig -a
From the output, identify the interface name and IP address for all network
adapters that you want to specify as public or private network interfaces.

6. If you are using Sun Cluster 3.1, enter the following command to display private
host names:

# lusr/cluster/bin/scconf -p

Note: When you install Oracle CRS and RAC, you will require
this information.

Check the Software Requirements

Refer to the following section for information about checking the software
requirements.

Note: The Oracle Universal Installer performs checks on your
system to verify that it meets the requirements listed for your
platform. To ensure that these checks pass, verify the requirements
before you start the Installer.

Checking the Software Requirements
Check that the required software and patches are installed on the system.

Check for Required Software

Depending on the products that you intend to install, verify that the following
software is installed on the system. The procedure following the table describes how to
check these requirements.
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Installation Type or
Product

Requirement

All installations

Operating system versions:
SPARC systems:

Solaris 8 or Solaris 9, 64-bit
x86 systems:

Solaris 9

Operating system packages:
SPARC and x86 systems:

SUNWar ¢
SUNVbt ool
SUNWhea
SUNW i bC
SUNW i bm
SUNW i brrs
SUNVépr ot
SUNW oo
SUNW 1of
SUNW 1cs
SUNW 15cs
SUNWKWE nt

SPARC systems only:
SUNVépr ox

Note: You might also require additional font packages for Java,
depending on your locale. Refer to the following Web site for
more information:

http://java.sun.con j2se/1.4.2/font-requirenments. htm

Oracle Spatial

Motif RunTime Kit:
SUNWAT run

Note: This software is required only to build the sample
programs.

Real Application Clusters

Sun Cluster 3.1 (SPARC systems only)

Note: Sun Cluster is supported for use with RAC on SPARC
systems but it is not required.

Oracle Messaging Gateway

Oracle Messaging Gateway supports the integration of Oracle
Streams Advanced Queuing (AQ) with the following software:

«  IBM WebSphere MQ V5.3, client and server (SPARC):
ngm

« IBM MQSeries V5.1, client and server (x86)

= TIBCO Rendezvous 7.2 (SPARC only)

PL/SQL native compilation,

Pro*C/C++,

Oracle Call Interface,
Oracle C++ Call Interface,
Oracle XML Developer’s Kit
(XDK)

Sun ONE Studio 8 (C and C++ 5.5)
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Installation Type or
Product Requirement

Oracle JDBC/OCI Drivers ~ You can use the following optional JDK versions with the Oracle
JDBC/OCI drivers, however they are not required for the
installation:

. Sun Java 2 SDK Standard Edition 1.3.1_10 (SPARC) or 1.3.1_
11 (x86) and the JNDI extension

«  Sun]Java 2 SDK Standard Edition 1.2.2_17 and the JNDI

extension
Note: JDK 1.4.2_01 (SPARC) or 1.4.2_04 (x86) is installed with this
release.
Oracle Transparent Either of the following:
Gateway for Sybase . .
(SPARC only) = Sybase Adaptive Server Enterprise V12 or 12.5
= Sybase Open Client V12 or 12.5
Open Client is required if the Sybase server is not on the
local node.
Oracle Transparent One of the following:
Gateway for Informix . . .
(SPARC only) « Informix Dynamic Server v7.3, 7.4, or 9.
. Informix ESQL/C v7.3,7.4, or 9.*
ESQL/C is required if the Informix server is not on the local
node.
Note: This version of the gateway does not support Informix SE.
Oracle Transparent Ingres II version 2.0, 2.5, or 2.6
Gateway for Ingres
(SPARC only)
Oracle Transparent NCR Teradata ODBC Driver v02.04.00.00
Gateway for Teradata
(SPARC only)

To ensure that the system meets these requirements, follow these steps:
1. To determine which version of Solaris is installed, enter the following command:

# uname -r
5.9

In this example, the version shown is Solaris 9 (5.9). If necessary, refer to your
operating system documentation for information about upgrading the operating
system.

2. To determine whether the required packages are installed, enter a command
similar to the following:

# pkginfo -i SUNWarc SUNWbt ool SUNWhea SUNW i bC SUNWi bm SUNWi bns SUNWéprot \
SUNV8prox SUNW oo SUNW lof SUNW 1cs SUNW 15cs SUNWKwS nt

If a package is not installed, then install it. Refer to your operating system or
software documentation for information about installing packages.

Check for Required Patches

Depending on the products that you intend to install, verify that the following patches
are installed on the system. The procedure following the table describes how to check
these requirements.
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Note: The patch versions shown in the following table are
minimum versions. Higher versions of the same patches are also

supported.

Installation Type or
Product

Requirement

All installations

Patches for Solaris 8 (SPARC only):

All of the patches included in the J2SE Patch Cluster for Solaris 8:
. 108528-23, SunOS 5.8: kernel update patch

= 108652-66, X11 6.4.1: Xsun patch

«  108773-18, SunOS 5.8: IIIM and X I/O Method patch

= 108921-16, CDE 1.4: dtwm patch

. 108940-53, Motif 1.2.7 and 2.1.1: Runtime lib. patch for
Solaris 8

= 108987-13, SunOS 5.8: Patch for patchadd and patchrm

= 108989-02, /usr/kernel/sys/acctctl & /.../exacctsys patch
. 108993-19, SunOS 5.8: LDAP2 client, libg, ... lib. patch

«  109147-24, SunOS 5.8: linker patch

. 110386-03, SunOS 5.8: RBAC Feature Patch

. 111023-02, SunOS 5.8: /kernel/fs/mntfs and ...
sparcv9/mntfs

= 111111-03, SunOS 5.8: /usr/bin/nawk patch

. 111308-03, SunOS 5.8: /usr/lib/libmtmalloc.so.1 patch

. 111310-01, SunOS 5.8: /usr/lib/libdhcpagent.so.1 patch

= 112396-02, SunOS 5.8: /usr/bin/fgrep patch

The following additional patches:

=  111721-04, SunOS 5.8: Math Library (libm) patch

. 112003-03, SunOS 5.8: Unable to load fontset ... iso-1 or iso-15
. 112138-01, SunOS 5.8: usr/bin/domainname patch

All installations

Patches for Solaris 9 (SPARC):

. 112233-11, SunOS 5.9: Kernel Patch

= 111722-04, SunOS 5.9: Math Library (libm) patch
Patches for Solaris 9 (x86):

= 111713-06, SunOS 5.9_x86: Shared library patch for C++
«  111728-03, SunOS 5.9_x86: Math Library (libm) patch

. 112234-12, SunOS 5.9_x86: Kernel Patch

«  113986-08, SunOS 5.9_x86: linker Patch

. 115114-02, SunOS 5.9_x86: Patch for assembler

= 116013-02, SunOS 5.9_x86: ps utility patch
(Available only from your local Sun solution center)
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Installation Type or
Product

Requirement

PL/SQL native compilation,
Pro*C/C++,

Oracle Call Interface,

Oracle C++ Call Interface,

Oracle XML Developer’s Kit

(XDK)

Patches for Solaris 8 and Solaris 9 (SPARC):
= 112758-02, dbx 7.1: Patch for S1IS8CC Debugger
«  112760-05, C 5.5: Patch for S1S8CC C compiler

112763-06, Compiler Common S1S8CC: Patch for S1S8CC C
C++ F77 F95

= 113817-03, C++ 5.5: Patch for S1S8CC C++ compiler

. 113820-02, Compiler Common 7.1: Patch for SISSCC Math
Libraries

. 113823-03, ILD 4.1: Patch for S1S8CC Incremental Linker
Patches for Solaris 9 (x86):

. 112756-10, Patch for S1S8CC Sun Compiler Common 7.1
compiler backend_x86

= 112759-03, dbx 7.1_x86: Patch for SISSCC Debugger
«  112761-07, C 5.5_x86: Patch for S1S8CC C compiler
= 113819-07, C++ 5.5_x86: Patch for S1S8CC C++ compiler

=  113821-01, Compiler Common 7.1_x86: Patch for S1S8CC
Math Libraries

. 113825-02, ILD 4.1_x86: Patch for S1S8CC Incremental Linker

Real Application Clusters

Sun Cluster patches for Solaris 8 (SPARC):
. 111488-08, Sun Cluster 3.0/3.1: mediator patch
=  113800-06, Sun Cluster 3.1: Core/Sys Admin Patch

To obtain the following patches, contact your local Sun solution
center:

114492-02, 115058-03, 115062-02, 115064-01, 115066-01, 115070-01,
115072-01, 115076-01, 115078-01, 115080-01, 115082-01, 115084-01,
115086-01, 115089-01

Sun Cluster patches for Solaris 9 (SPARC):
113801: Sun Cluster 3.1: Core/Sys Admin Patch

Oracle Messaging Gateway

Corrective service diskettes (CSDs) for WebSphere MQ:
SPARC systems:

CSDO06 or later for WebSphere MQ V5.3

x86 systems:

«  (CSDO09 or later for MQSeries Server V5.1

«  MQSeries Client for Sun Solaris, Intel Platform Edition- V5.1
SupportPac MACE

To ensure that the system meets these requirements, follow these steps:

1. To determine whether an operating system patch is installed, enter a command
similar to the following:

# [usr/sbin/ pat chadd

-p | grep patch_nunber

If an operating system patch is not installed, download it from the following Web

site and install it:

http://sunsol ve. sun. com
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2.

If you require a CSD or a SupportPac for WebSphere MQ or MQSeries, refer to the
following Web site for download and installation information:

http:// ww. i bm coni sof t ware/integration/nmgfam | y/ support/sumary/sun. ht m

Create Required UNIX Groups and User

Depending on whether this is the first time Oracle software is being installed on this
system and on the products that you are installing, you may need to create several
UNIX groups and a UNIX user.

The following UNIX groups and user are required if you are installing Oracle
Database:

The OSDBA group (dba)

You must create this group the first time you install Oracle Database software on
the system. It identifies UNIX users that have database administrative privileges
(the SYSDBA privilege). The default name for this group is dba.

If you want to specify a group name other than the default dba group, you must
choose the Custom installation type to install the software or start the Installer as a
user that is not a member of this group. In this case, the Installer prompts you to
specify the name of this group.

The OSOPER group (oper )

This is an optional group. Create this group if you want a separate group of UNIX
users to have a limited set of database administrative privileges (the SYSOPER
privilege). By default, members of the OSDBA group also have the SYSOPER
privilege.

If you want to specify a separate OSOPER group, other than the default dba
group, you must choose the Custom installation type to install the software or
start the Installer as a user that is not a member of the dba group. In this case, the
Installer prompts you to specify the name of this group. The usual name chosen
for this group is oper .

An unprivileged user (nobody)

You must verify that the unprivileged user nobody exists on the system. The
nobody user must own the external jobs (ext j ob) executable after the
installation.

The following UNIX group and user are required for all installations:

The Oracle Inventory group (oi nstal I')

You must create this group the first time you install Oracle software on the system.
The usual name chosen for this group is 0i nst al | . This group owns the Oracle
inventory, which is a catalog of all Oracle software installed on the system.

Note: If Oracle software is already installed on the system, the
existing Oracle Inventory group must be the primary group of the
UNIX user that you use to install new Oracle software. The
following sections describe how to identify an existing Oracle
Inventory group.

The Oracle software owner user (or acl e)
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You must create this user the first time you install Oracle software on the system.
This user owns all of the software installed during the installation. The usual name
chosen for this user is or acl e. This user must have the Oracle Inventory group as
its primary group. It must also have the OSDBA and OSOPER groups as a
secondary groups.

A single Oracle Inventory group is required for all installations of Oracle software on
the system. After the first installation of Oracle software, you must use the same
Oracle Inventory group for all subsequent Oracle software installations on that system.
However, you can choose to create different Oracle software owner users, OSDBA
groups, and OSOPER groups (other than or acl e, dba, and oper ) for separate
installations. By using different groups for different installations, members of these
different groups have DBA privileges only on the associated databases rather than on
all databases on the system.

See Also: The Oracle Database Administrator’s Reference for UNIX
Systems and the Oracle Database Administrator’s Guide contain more
information about the OSDBA and OSOPER groups and the
SYSDBA and SYSOPER privileges.

The following sections describe how to create the required UNIX user and groups.

Note: The following sections describe how to create local users
and groups. As an alternative to creating local users and groups,
you could create the appropriate users and groups in a directory
service, for example, Network Information Services (NIS). For
information about using directory services, contact your system
administrator or refer to your operating system documentation.

Creating the Oracle Inventory Group

You must create the Oracle Inventory group if it does not already exist. The following
subsections describe how to determine the Oracle Inventory group name, if it exists,
and how to create it if necessary.

Determine Whether the Oracle Inventory Group Exists

When you install Oracle software on the system for the first time, the Installer creates
the or al nst . | oc file. This file identifies the name of the Oracle Inventory group and
the path of the Oracle Inventory directory. To determine whether the Oracle Inventory
group exists, enter the following command:

# nore /var/opt/oracle/oralnst.|oc

If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nvent ory_| oc=/u01/ app/ oracl e/ or al nventory

i nst _group=oi nstal |

The i nst _gr oup parameter shows the name of the Oracle Inventory group
(oinstal l).

Create the Oracle Inventory Group

If the or al nst . | oc file does not exist, enter the following command to create the
oi nstal | group:

7-12 Oracle Real Application Clusters Installation and Configuration Guide



Create Required UNIX Groups and User

# [usr/sbin/groupadd oinstall

Creating the OSDBA Group

You must create an OSDBA group in the following circumstances:

= An OSDBA group does not exist, for example, if this is the first installation of
Oracle Database software on the system

= An OSDBA group exists, but you want to give a different group of UNIX users
database administrative privileges in a new Oracle installation

If the OSDBA group does not exist or if you require a new OSDBA group, enter the
following command to create the dba group. Use the group name dba unless a group
with that name already exists.

# [usr/sbin/groupadd dba

Creating an OSOPER Group (Optional)

Create an OSOPER group only if you want to identify a group of UNIX users with a
limited set of database administrative privileges (SYSOPER operator privileges). For
most installations, it is sufficient to create only the OSDBA group. If you want to use
an OSOPER group, you must create it in the following circumstances:

= Ifan OSOPER group does not exist, for example, if this is the first installation of
Oracle Database software on the system

« If an OSOPER group exists, but you want to give a different group of UNIX users
database operator privileges in a new Oracle installation

If you require an new OSOPER group, enter the following command to create the
oper group. Use the group name oper unless a group with that name already exists.

# [usr/sbin/groupadd oper

Creating the Oracle Software Owner User

You must create an Oracle software owner user in the following circumstances:

= If an Oracle software owner user does not exist, for example, if this is the first
installation of Oracle software on the system

= If an Oracle software owner user exists, but you want to use a different UNIX user,
with different group membership, to give database administrative privileges to
those groups in a new Oracle Database installation

Determine Whether an Existing Oracle Software Owner User Exists

To determine whether an Oracle software owner user named or acl e exists, enter the
following command:

#id-a oracle

If the or acl e user exists, the output from this command is similar to the following:

ui d=440( or acl ) gi d=200( oi nstal | ) groups=201(dba), 202( oper)

If the user exists, determine whether you want to use the existing user or create a new
user. If you want to use the existing user, ensure that the user’s primary group is the
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Oracle Inventory group and that it is a member of the appropriate OSDBA and
OSOPER groups. Refer to one of the following sections for more information:

Note: If necessary, contact your system administrator before using
or modifying an existing user.

= If you want to use the existing Oracle software owner user, and the user’s primary
group is the Oracle Inventory group, refer to the Verifying that the UNIX User
nobody Exists section on page 7-14.

« To modify an existing user, refer to the "Modify an Existing Oracle Software
Owner User" section on page 7-14.

= To create a new user, refer to the following section.

Create a New Oracle Software Owner User

If the Oracle software owner user does not exist or if you require a new Oracle
software owner user, create it as follows. Use the user name or acl e unless a user with
that name already exists.

1. To create the or acl e user, enter a command similar to the following:

# [usr/sbin/useradd -g oinstall -G dba[,oper] oracle

In this command:

— The - g option specifies the primary group, which must be the Oracle
Inventory group, for example oi nst al |

— The - Goption specifies the secondary groups, which must include the OSDBA
group and if required, the OSOPER group, for example dba or dba, oper

2. Set the password of the or acl e user:
# passwd oracle

Refer to the "Verifying that the UNIX User nobody Exists" section on page 7-14 to
continue.

Modify an Existing Oracle Software Owner User

If the or acl e user exists, but its primary group is not oi nst al | or it is not a member
of the appropriate OSDBA or OSOPER groups, enter a command similar to the
following to modify it. Specify the primary group using the - g option and any
required secondary groups using the - Goption:

# [usr/sbin/usernmod -g oinstall -G dba[,oper] oracle

Verifying that the UNIX User nobody Exists

7-14

Before installing the software, verify that the UNIX user nobody exists on the system:
1. To determine whether the user exists, enter the following command:

# id nobody

If this command displays information about the nobody user, you do not have to
create that user.

2. If the nobody user does not exist, enter the following command to create it:
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# [usr/sbin/useradd nobody

3. Repeat this procedure on all of the other cluster nodes.

Create Identical Users and Groups on Other Cluster Nodes

Note: You must complete the following procedures only if you are
using local users and groups. If you are using users and groups
defined in a directory service such as NIS, they are already identical
on each cluster node.

The Oracle software owner user and the Oracle Inventory, OSDBA, and OSOPER
groups must exist and be identical on all cluster nodes. To create these identical users
and groups, you must identify the user ID and group IDs assigned them on the node
where you created them, then create the user and groups with the same name and ID
on the other cluster nodes.

Identifying the User and Group IDs

To determine the user ID (UID) of the Oracle software owner user and the group IDs
(GID) of the Oracle Inventory, OSDBA, and OSOPER groups, follow these steps:

1. Enter following command:

#id-a oracle

The output from this command is similar to the following:

ui d=440( or acl e) gi d=200( oi nstal | ) groups=201(dba), 202(oper)

2. From the output, identify the UID for the or acl e user and the GIDs for the
groups to which it belongs.

Create the User and Groups on the Other Cluster Nodes

To create the user and groups on the other cluster nodes, repeat the following
procedure on each node:

1. Log in to the next cluster node as r oot .

2. Enter commands similar to the following to create the 0i nst al | and dba groups,
and if required, the oper group. Use the - g option to specify the correct GID for
each group.

# lusr/sbin/groupadd -g 200 oinstall
# [usr/shin/groupadd -g 201 dba
# [usr/sbin/groupadd -g 202 oper

Note: If the group already exists, use the gr oupnmod command to
modify it if necessary. If you cannot use the same group ID for a
particular group on this node, view the / et ¢/ gr oup file on all
nodes to identify a group ID that is available on every node. You
must then specify that ID for the group on all of the nodes.

3. To create the or acl e user, enter a command similar to the following:

# [usr/sbhin/useradd -u 200 -g oinstall -G dba[, oper] oracle
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4.

In this command:

The - u option specifies the user ID, which must be the user ID that you
identified in the previous subsection

The - g option specifies the primary group, which must be the Oracle
Inventory group, for example oi nst al |

The - Goption specifies the secondary groups, which must include the OSDBA
group and if required, the OSOPER group, for example dba or dba, oper

Note: If the user already exists, use the user mod command to
modify it if necessary. If you cannot use the same user ID for the

or acl e user on this node, view the / et ¢/ passwd file on all nodes
to identify a user ID that is available on every node. You must then
specify that ID for the user on all of the nodes.

Set the password of the or acl e user:

# passwd oracle

Set Up User Equivalence for rsh and rcp on All Cluster Nodes

Note: This section describes how to set up user equivalence for

r cp, which the Installer uses when copying Oracle software to the
other cluster nodes. If you prefer, you can configure the Secure
Shell (SSH) tool suite, so that the Installer uses scp instead of r cp.
Refer to the SSH documentation for information about setting up
user equivalence for scp.

Before you install and use Oracle Real Application clusters, you must set up user
equivalence on all cluster nodes, as follows:

1.

On all cluster nodes, edit the / et ¢/ host s. equi V file in any text editor and add
entries similar to the following for all nodes in the cluster:

nodel-public oracle
nodel- public. domain oracle
node2-public oracle
node2- publ i c. domai n oracle

In this example:

noden_publ i ¢ is the host name associated with the primary public network
interface

domai n is the domain name of the system, for example nydonai n. com

Note: Alternatively, you can create a . r host s file using the same
format in the or acl e user’s home directory on all nodes in the
cluster.
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2. To test user equivalence on all cluster nodes, including the first node, enter
commands similar to the following from the node where you will run the Installer:

# su oracle
$ rsh nodel-public date
$ rsh node2-public date

$ exit

Each command should return only the date setting on the specified node. If a node
prompts for a password or displays any other text, then user equivalence is not set
up correctly on that node. In this case, verify that the / et ¢/ host s. equi v (or
~or acl e/ . r host s) file has the correct entries.

Configure Kernel Parameters and Shell Limits

Refer to the following section for information about configuring the system kernel
parameters and shell limits.

Configuring Kernel Parameters

Note: The kernel parameter values shown in this section are
recommended values only. For production database systems,
Oracle recommends that you tune these values to optimize the
performance of the system. Refer to your operating system
documentation for more information about tuning kernel
parameters.

On all cluster nodes, verify that the kernel parameters shown in the following table are
set to values greater than or equal to the recommended value shown. The procedure
following the table describes how to verify and set the values.

Parameter Recommended Value
noexec_user_stack 1

(SPARC only)

semsys:seminfo_semmni 100
semsys:seminfo_semmns 1024
semsys:seminfo_semmsl 256
semsys:seminfo_semvmx 32767
shmsys:shminfo_shmmax 4294967295
shmsys: shminfo_shmmin! 1
shmsys:shminfo_shmmni 100
shmsys:shminfo_shmseg1 10

! This parameter is obsolete in Solaris 9
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Note:

If the current value for any parameter is higher than the

value listed in this table, do not change the value of that parameter.

To view the current value specified for these kernel parameters, and to change them if
necessary, follow these steps:

1. To view the current values of these parameters, enter the following commands:

# grep noexec_user_stack /etc/system
# [usr/sbin/sysdef | grep SEM
# lusr/sbin/sysdef | grep SHMV

2. If you must change any of the current values, follow these steps:

a. Create a backup copy of the / et ¢/ syst emfile, for example:

# cp /etc/system/etc/systemorig

b. Openthe/ et c/ syst emfile in any text editor and, if necessary, add lines
similar to the following (edit the lines if the file already contains them):

set
set
set
set
set
set
set
set
set

noexec_
Sensys:
sensys:
sensys:
Sensys:
shnsys:
shnsys:
shnsys:
shnsys:

user _stack=1

seni nf o_senmi =100

sem nfo_semms=1024

sem nf o_sems| =256

seni nf o_senvnx=32767

shmi nf o_shnmmax=4294967295
shm nf o_shmi n=1

shni nf o_shmmi =100

shni nf o_shnseg=10

c. Enter the following command to restart the system:

# [ usr/shin/reboot

d. When the system restarts, log in and switch user to r oot .

3. Repeat this procedure on all other cluster nodes.

Identify Required Software Directories

You must identify or create four directories for the Oracle software, as follows:

= Oracle base directory

= Oracle Inventory directory

= CRS home directory

= Oracle home directory

The following subsections describe the requirements for these directories.

Oracle Base Directory

The Oracle base directory acts as a top-level directory for Oracle software installations.
It is analogous to the C: \ Or acl e directory used for Oracle software installations on
Windows systems. On UNIX systems, the Optimal Flexible Architecture (OFA)
guidelines recommend that you use a path similar to the following for the Oracle base

directory:

/ mount _poi nt/ app/ or acl e_sw_owner
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In this example:

= mount _poi nt is the mount point directory for the file system that will contain the
Oracle software.

The examples in this guide use / u01 for the mount point directory. However, you
could choose another mount point directory, / or acl e or / opt / or acl e for
example.

« oracl e_sw owner is the UNIX user name of the Oracle software owner, for
example or acl e.

You can use the same Oracle base directory for more than one installation or you can
create separate Oracle base directories for different installations. If different UNIX
users install Oracle software on the same system, each user must create a separate
Oracle base directory. The following example Oracle base directories could all exist on
the same system:

/u01/ app/ oracl e
[ u01/ app/ or auser
/opt/oracl e/ app/ oracl e

The following sections describe how to identify existing Oracle base directories that
might be suitable for your installation and how to create a new Oracle base directory if
necessary.

Regardless of whether you create a new Oracle base directory or decide to use an
existing one, you must set the ORACLE_BASE environment variable to specify the full
path to this directory.

Note: The Oracle base directory can be on a local file system, a
supported cluster file system, or on an NFS file system on a
certified NAS device.

Oracle Inventory Directory

The Oracle Inventory directory (or al nvent or y) stores an inventory of all software
installed on the system. It is required by, and shared by, all Oracle software
installations on a single system. The first time you install Oracle software on a system,
the Installer prompts you to specify the path to this directory. If you are installing the
software on a local file system, Oracle recommends that you choose the following
path:

oracl e_base/ oral nventory

If the Oracle base directory is on a cluster file system or an NFS file system on a NAS
device, you must specify a path for the Oracle Inventory directory on a local file
system. The Oracle base directory must be on a local file system to enable all of the
nodes to have separate inventories.

The Installer creates the directory that you specify and sets the correct owner, group,
and permissions on it. You do not need to create it.

Note: All Oracle software installations rely on this directory. Make
sure that you back it up regularly.

Do not delete this directory unless you have completely removed
all Oracle software from the system.
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CRS Home Directory

The CRS home directory is the directory where you choose to install the software for
Oracle Cluster Ready Services. You must install CRS in a separate home directory.
When you run the Installer, it prompts you to specify the path to this directory, as well
as a name that identifies it. Oracle recommends that you specify a path similar to the
following for the CRS home directory:

/u01/crs/oracl e/ product/10.1.0/crs

Note: Because you must change the permissions of all of the parent
directories of the CRS home directory after installing the software to
grant write access only to the r oot user, the CRS home directory must
not be a subdirectory of the Oracle base directory.

Oracle Home Directory

The Oracle home directory is the directory where you choose to install the software for
a particular Oracle product. You must install different Oracle products, or different
releases of the same Oracle product, in separate Oracle home directories. When you
run the Installer, it prompts you to specify the path to this directory, as well as a name
that identifies it. The directory that you specify must be a subdirectory of the Oracle
base directory. Oracle recommends that you specify a path similar to the following for
the Oracle home directory:

oracl e_base/product/10.1.0/db_1
The Installer creates the directory path that you specify under the Oracle base

directory. It also sets the correct owner, group, and permissions on it. You do not need
to create this directory.

Identify or Create an Oracle Base Directory

Before starting the installation, you must either identify an existing Oracle base
directory or if required, create a new one. This section contains information about the
following:

= Identifying an Existing Oracle Base Directory

= Creating a New Oracle Base Directory

Note: You can choose to create a new Oracle base directory, even if
other Oracle base directories exist on the system.

Identifying an Existing Oracle Base Directory

Existing Oracle base directories might not have paths that comply with OFA
guidelines. However, if you identify an existing Oracle Inventory directory or existing
Oracle home directories, you can usually identify the Oracle base directories, as
follows:

= Identify an existing Oracle Inventory directory

Enter the following command on all cluster nodes to view the contents of the
oral nst. | oc file:

# nore /var/opt/oracle/oralnst.|oc
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If the or al nst . | oc file exists, the output from this command is similar to the
following:

i nvent ory_| oc=/ u01/ app/ or acl e/ oral nvent ory
i nst_group=oi nstal |

The i nvent ory_| oc parameter identifies the Oracle Inventory directory

(or al nvent or y) on that system. The parent directory of the or al nvent ory
directory is typically an Oracle base directory. In the previous example,

/ u01/ app/ or acl e is an Oracle base directory.

Identify existing Oracle home directories

Enter the following command on all cluster nodes to view the contents of the
or at ab file:

# nore /var/opt/oracle/oratab

If the or at ab file exists, it contains lines similar to the following:

*:/u03/ app/ oracl e/ product/10.1.0/db_1: N
*:/opt/orauser/infra_904:N
*:loracle/9.2.0:N

The directory paths specified on each line identify Oracle home directories.
Directory paths that end with the user name of the Oracle software owner that you
want to use are valid choices for an Oracle base directory. If you intend to use the
or acl e user to install the software, you could choose one of the following
directories from the previous example:

/u03/ app/ oracl e
/oracle

Note: If possible, choose a directory path similar to the first
(/ u03/ app/ or acl e). This path complies with the OFA guidelines.

Before deciding to use an existing Oracle base directory for this installation, make sure
that it satisfies the following conditions:

It should not be on the same file system as the operating system.

It must have an identical path on all cluster nodes or it must be on a supported
cluster file system.

If you are not using a cluster file system, create identical Oracle base directories on
the other nodes.

It must have sufficient free disk space on all cluster nodes, as follows:

Requirement Free Disk Space

The Oracle base directory will contain only Upto3GB
software files.

The Oracle base directory will contain both Upto4 GB
software and database files (not recommended for
production databases).

To determine the free disk space on the file system where the Oracle base directory
is located, enter the following command:
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# df -k oracle_base_path

To continue:

= If an Oracle base directory exists and you want to use it, refer to the "Create the
CRS Home Directory" section on page 7-23.

When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify the directory you chose.

= If an Oracle base directory does not exist on the system or if you want to create a
new Oracle base directory, refer to the following section.

Creating a New Oracle Base Directory

Before you create a new Oracle base directory, you must identify an appropriate file
system with sufficient free disk space, as follows:

Requirement Free Disk Space

The Oracle base directory will contain only Upto3GB
software files.

The Oracle base directory will contain both Upto4 GB
software and database files (not recommended for
production databases).

To identify an appropriate file system, follow these steps:

1. Usethedf -k command to determine the free disk space on each mounted file
system.

2. From the display, identify a file system that has appropriate free space.

Note: The file system can be a local file system, a supported
cluster file system, or an NFS file system on a certified NAS device.

The path to the Oracle base directory must be the same on all nodes.
3. Note the name of the mount point directory for the file system that you identified.

To create the Oracle base directory and specify the correct owner, group, and
permissions for it, follow these steps:

1. Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nmount_point/app/oracl e_sw _owner
# chown -R oracle:oinstall /nount_point/app/oracl e_sw_owner
# chnod -R 775 /mount _poi nt/ app/ or acl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended Oracle base directory path is as follows:
/u01/ app/ oracl e

2. If necessary, repeat the commands listed in the previous step to create the same

directory on the other cluster nodes.

3. When you are configuring the or acl e user’s environment later in this chapter, set
the ORACLE_BASE environment variable to specify this directory.
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Create the CRS Home Directory

You must create a CRS home directory before installing Oracle CRS. You can create the
CRS home directory on the same file system as the Oracle base directory, or you can
choose a different file system for this directory. If you choose the same file system as
the Oracle base directory, you must not use a subdirectory of the Oracle base directory
as the CRS home directory.

To identify an appropriate file system, follow these steps:

1. Usethedf -k command to determine the free disk space on each mounted file
system.

2. From the display, identify a file system that has at least 1 MB of free disk space.

If you are using the same file system for the Oracle base directory, this 1 MB of
disk space is additional to the free disk space requirement that you identified
previously.

Note: The file system can be a local file system, a supported
cluster file system, or an NFS file system on a certified NAS device.

The path to the CRS home directory must be the same on all nodes.
3. Note the name of the mount point directory for the file system that you identified.

To create the CRS home directory and specify the correct owner, group, and
permissions for it, follow these steps:

1. Enter commands similar to the following to create the recommended
subdirectories in the mount point directory that you identified and set the
appropriate owner, group, and permissions on them:

# nkdir -p /nmount_point/crs/oracle_sw owner/product/10.1.0/crs
# chown -R oracle:oinstall /nount_point/crs/oracl e_sw owner
# chnod -R 775 /mount _poi nt/crs/ oracl e_sw_owner

If the mount point you identified is / u01 and or acl e is the user name of the
Oracle software owner, the recommended CRS home directory path is as follows:
/u01/crs/oracl e/ product/10.1.0/crs

2. If necessary, repeat the commands listed in the previous step to create the same
directory on the other cluster nodes.

3.  When you are installing Oracle CRS, set the ORACLE_HOME environment
variable to specify this directory.

Note: During the installation, before you run the r oot . sh script,
you must change the permissions on the parent directories of the CRS
home directory to permit only the r oot user to write to those
directories.

Choose a Storage Option for Oracle CRS, Database, and Recovery Files

The following table shows the storage options supported for storing Oracle Cluster
Ready Services (CRS) files, Oracle database files, and Oracle database recovery files.
Oracle database files include datafiles, control files, redo log files, the server parameter
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file, and the password file. Oracle CRS files include the Oracle Cluster Registry (OCR)
and the CRS voting disk.

For all installations, you must choose the storage option that you want to use for
Oracle CRS files and Oracle database files. If you want to enable automated backups
during the installation, you must also choose the storage option that you want to use
for recovery files (the flash recovery area). You do not have to use the same storage
option for each file type.

Note: For the most up-to-date information about supported
storage options for RAC installations, refer to the Certify pages on
the OracleMetaLink Web site:

http://metalink.oracl e.com

File Types Supported

Storage Option CRS Database  Recovery
Automatic Storage Management No Yes Yes
Cluster file system Yes Yes Yes

Note: Requires a supported cluster file system

NFS file system Yes Yes Yes

Note: Currently supported only with Fujitsu
PRIMECLUSTER and a certified NAS device (SPARC

only)
Shared raw logical volumes (SPARC only) Yes Yes No
Shared raw partitions Yes Yes No

Use the following guidelines when choosing the storage options that you want to use
for each file type:

= You can choose any combination of the supported storage options for each file
type as long as you satisfy any requirements listed for the chosen storage options.

«  Oracle recommends that you choose ASM as the storage option for database and
recovery files.

= For Standard Edition installations, ASM is the only supported storage option for
database or recovery files.

= You cannot use Automatic Storage Management to store Oracle CRS files, because
these files must be accessible before any Oracle instance starts.

For information about how to configure disk storage before you start the installation,
refer to one of the following sections depending on your choice:

= To use a file system for Oracle CRS, database, or recovery file storage, refer to the
"Create Directories for Oracle CRS, Database, or Recovery Files" section on
page 7-25.

« Touse ASM for database or recovery file storage, refer to the "Configure Disks for
Automatic Storage Management" section on page 7-28.

= To use raw devices (partitions or logical volumes) for Oracle CRS or database file
storage, refer to the "Configure Raw Partitions or Raw Logical Volumes" section on
page 7-34.
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Create Directories for Oracle CRS, Database, or Recovery Files

If you decide to place the Oracle CRS, database, or recovery files on a file system, use
the following guidelines when deciding where to place them.

Guidelines for Placing Oracle CRS Files on a File System

The Installer does not suggest a default location for the Oracle Cluster Registry (OCR)
or the Oracle CRS voting disk. If you choose to create these files on a file system, use
the following guidelines when deciding where to place them:

You must choose a shared file system on shared disks, for example:
- A supported cluster file system

- An NFS file system on a certified NAS device

Note: NAS storage is currently supported only if you are using
Fujitsu PRIMECLUSTER and a certified NAS device.

It must have at least 100 MB of free disk space for the OCR and 20 MB of free disk
space for the CRS voting disk.

For improved reliability, you should choose a file system on a highly available
storage device, for example, a RAID device that implements mirroring.

If you are placing the Oracle Cluster Ready Services software on a shared file
system, you can use the same file system for these files.

The or acl e user must have write permissions to create the files in the path that
you specify.

Note: If you are upgrading from Oracle9i Release 2, you can
continue to use the raw device or shared file that you used for the
SRVM configuration repository instead of creating a new file for the
OCR.

Guidelines for Placing Oracle Database Files on a File System

If you choose to place the Oracle database files on a file system, use the following
guidelines when deciding where to place them:

You must choose a shared file system on shared disks, for example:
— A supported cluster file system

— An NFS file system on a certified NAS device

Note: NAS storage is currently supported only if you are using
Fujitsu PRIMECLUSTER and a certified NAS device.

The default path suggested by the Installer for the database file directory is a
subdirectory of the Oracle base directory. You can choose this path only if you are
using an Oracle base directory that is on a shared file system.

This default location is not recommended for production databases.

You can choose either a single file system or more than one file system to store the
database files:
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- If you want to use a single file system, choose a file system on a physical
device that is dedicated to the database.

For best performance and reliability, choose a RAID device or a logical volume
on more than one physical device and implement the
stripe-and-mirror-everything (SAME) methodology.

- If you want to use more than one file system, choose file systems on separate
physical devices that are dedicated to the database.

This method enables you to distribute physical I/O and create separate control
files on different devices for increased reliability. It also enables you to fully
implement the OFA guidelines. You must choose either the Advanced
database creation option or the Custom installation type during the
installation to implement this method.

= If youintend to create a preconfigured database during the installation, the file
system (or file systems) that you choose must have at least 1.2 GB of free disk
space.

For production databases, you must estimate the disk space requirement
depending on the use that you want to make of the database.

= For optimum performance, the file systems that you choose should be on physical
devices that are used only by the database.

= Theoracl e user must have write permissions to create the files in the path that
you specify.

Guidelines for Placing Oracle Recovery Files on a File System

Note: You must choose a location for recovery files only if you
intend to enable automated backups during the installation.

If you choose to place the Oracle recovery files on a file system, use the following
guidelines when deciding where to place them:

= To prevent disk failure from making both the database files and the recovery files
unavailable, place the recovery files in a file system on a different physical disk
from the database files.

Note: Alternatively use an ASM disk group with a normal or high
redundancy level for either or both file types.

= You must choose a shared file system on shared disks, for example:
- A supported cluster file system

- An NFS file system on a certified NAS device

Note: NAS storage is currently supported only if you are using
Fujitsu PRIMECLUSTER and a certified NAS device.

= The file system that you choose should have at least 2 GB of free disk space.
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The disk space requirement is the default disk quota configured for the flash
recovery area (specified by the DB_RECOVERY_FILE_DEST_SIZE initialization
parameter).

If you choose the Custom installation type or the Advanced database
configuration option, you can specify a different disk quota value. After you create
the database, you can also use Oracle Enterprise Manager Grid Control or
Database Control to specify a different value.

For more information about sizing the flash recovery area, refer to the Oracle
Backup and Recovery Basics manual.

= The default path suggested by the Installer for the flash recovery area is a
subdirectory of the Oracle base directory. You can choose this path only if you are
using an Oracle base directory that is on a shared file system.

This default location is not recommended for production databases.
= Theoracl e user must have write permissions to create the files in the path that

you specify.

Creating Required Directories

Note: You must complete this procedure only if you want to place
the Oracle CRS, database, or recovery files on a separate file system
to the Oracle base directory.

To create directories for the Oracle CRS, database, or recovery files on separate file
systems to the Oracle base directory, follow these steps:

1. If necessary, configure the shared file systems that you want to use and mount
them on each node.

Note: The mount point that you use for the file system must be
identical on each node. Make sure that the file systems are
configured to mount automatically when a node restarts.

2. Usethedf -k command todetermine the free disk space on each mounted file
system.

3. From the display, identify the file systems that you want to use:

File Type File System Requirements
CRS files Choose a file system with at least 120 MB of free disk space
Database files Choose either:

= Asingle file system with at least 1.2 GB of free disk space

. Two or more file systems with at least 1.2 GB of free disk space in
total

Recovery files Choose a file system with at least 2 GB of free disk space.

If you are using the same file system for more than one type of file, add the disk
space requirements for each type to determine the total disk space requirement.
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4. Note the names of the mount point directories for the file systems that you
identified.

5. Enter commands similar to the following to create the recommended
subdirectories in each of the mount point directories and set the appropriate
owner, group, and permissions on them:

= CRSfile directory:

# nkdir /nount_point/oracrs
# chown oracl e:oinstall /nmount_point/oracrs
# chnmod 775 / mount _poi nt/oracrs

= Database file directory:

# nkdir /nount_point/oradata
# chown oracle:oinstall /nount_point/oradata
# chmod 775 /mount _poi nt/ or adat a

= Recovery file directory (flash recovery area):

# nkdir /mount_point/flash_recovery_area
# chown oracle:oinstall /nount_point/flash_recovery_area
# chnod 775 /mount _poi nt/fl ash_recovery_area

6. If you also want to use ASM or raw devices for storage, refer to one of the
following sections:
= Configure Disks for Automatic Storage Management on page 7-28
« Configure Raw Partitions or Raw Logical Volumes on page 7-34

Otherwise, refer to the "Verify that the Cluster Software is Configured and
Running" section on page 7-44.

Configure Disks for Automatic Storage Management

This section describes how to configure disks for use with ASM. Before you configure
the disks, you must determine the number of disks and the amount of free disk space
that you require. The following sections describe how to identify the requirements and
configure the disks on each platform:

= Identifying Storage Requirements for ASM
= Using an Existing ASM Disk Group
« Configuring Disks for ASM

Note: Although this section refers to disks, you can also use
zero-padded files on a certified NAS storage device in an ASM disk
group. Refer to the Oracle Database Installation Guide for UNIX
Systems for information about creating and configuring NAS-based
files for use in an ASM disk group.

Identifying Storage Requirements for ASM

To identify the storage requirements for using ASM, you must determine how many
devices and the amount of free disk space that you require. To complete this task,
follow these steps:
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1. Determine whether you want to use ASM for Oracle database files, recovery files,
or both.

Note: You do not have to use the same storage mechanism for
database files and recovery files. You can use the file system for one
file type and ASM for the other.

For RAC installations, if you choose to enable automated backups
and you do not have a shared file system available, you must
choose ASM for recovery file storage.

If you enable automated backups during the installation, you can choose ASM as
the storage mechanism for recovery files by specifying an ASM disk group for the
flash recovery area. Depending on how you choose to create a database during the
installation, you have the following options:

If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to use the same ASM disk group for database files
and recovery files, or you can choose to use different disk groups for each file

type.
The same choice is available to you if you use DBCA after the installation to
create a database.

If you select an installation method that runs DBCA in non-interactive mode,
you must use the same ASM disk group for database files and recovery files.

2. Choose the ASM redundancy level that you want to use for the ASM disk group.

The redundancy level that you choose for the ASM disk group determines how
ASM mirrors files in the disk group and determines the number of disks and
amount of disk space that you require, as follows:

External redundancy

An external redundancy disk group requires a minimum of one disk device.
The effective disk space in an external redundancy disk group is the sum of
the disk space in all of its devices.

Because ASM does not mirror data in an external redundancy disk group,
Oracle recommends that you use only RAID or similar devices that provide
their own data protection mechanisms as disk devices in this type of disk

group.
Normal redundancy

In a normal redundancy disk group, ASM uses two-way mirroring by default,
to increase performance and reliability. A normal redundancy disk group
requires a minimum of two disk devices (or two failure groups). The effective
disk space in a normal redundancy disk group is half the sum of the disk space
in all of its devices.

For most installations, Oracle recommends that you use normal redundancy
disk groups.

High redundancy

In a high redundancy disk group, ASM uses three-way mirroring to increase
performance and provide the highest level of reliability. A high redundancy
disk group requires a minimum of three disk devices (or three failure groups).

Pre-Installation Tasks for RAC on Solaris 7-29



Configure Disks for Automatic Storage Management

The effective disk space in a high redundancy disk group is one-third the sum
of the disk space in all of its devices.

While high redundancy disk groups do provide a high level of data protection,
you must consider the higher cost of additional storage devices before
deciding to use this redundancy level.

3. Determine the total amount of disk space that you require for the database files
and recovery files.

Use the following table to determine the minimum number of disks and the
minimum disk space requirements for the installation:

Redundancy Minimum Number Database Recovery

Level of Disks Files Files Both File Types
External 1 1.15GB 2.3 GB 3.45 GB

Normal 2 23 GB 4.6 GB 6.9 GB

High 3 3.45GB 6.9 GB 10.35 GB

For RAC installations, you must also add additional disk space for the ASM
metadata. You can use the following formula to calculate the additional disk space
requirements (in MB):

15 + (2 * number_of_disks) + (126 * number_of_ASM_instances)

For example, for a four-node RAC installation, using three disks in a high
redundancy disk group, you require an additional 525 MB of disk space:

15+ (2*3) + (126 * 4) = 525

If an ASM instance is already running on the system, you can use an existing disk
group to meet these storage requirements. If necessary, you can add disks to an
existing disk group during the installation.

The following section describes how to identify existing disk groups and
determine the free disk space that they contain.

4. Optionally identify failure groups for the ASM disk group devices.

Note: You need to complete this step only if you intend to use an
installation method that runs DBCA in interactive mode, for
example, if you intend to choose the Custom installation type or the
Advanced database configuration option. Other installation types
do not enable you to specify failure groups.

If you intend to use a normal or high redundancy disk group, you can further
protect your database against hardware failure by associating a set of disk devices
in a custom failure group. By default, each device comprises its own failure group.
However, if two disk devices in a normal redundancy disk group are attached to
the same SCSI controller, the disk group becomes unavailable if the controller fails.
The controller in this example is a single point of failure.

To protect against failures of this type, you could use two SCSI controllers, each
with two disks, and define a failure group for the disks attached to each controller.
This configuration would enable the disk group to tolerate the failure of one SCSI
controller.

7-30 Oracle Real Application Clusters Installation and Configuration Guide



Configure Disks for Automatic Storage Management

Note: If you define custom failure groups, you must specify a
minimum of two failure groups for normal redundancy disk
groups and three failure groups for high redundancy disk groups.

If you are sure that a suitable disk group does not exist on the system, install or
identify appropriate disk devices to add to a new disk group. Use the following
guidelines when identifying appropriate disk devices:

=  All of the devices in an ASM disk group should be the same size and have the
same performance characteristics.

= Do not specify more than one partition on a single physical disk as a disk
group device. ASM expects each disk group device to be on a separate
physical disk.

= Although you can specify a logical volume as a device in an ASM disk group,
Oracle does not recommend their use. Logical volume managers can hide the
physical disk architecture, preventing ASM from optimizing 1/0O across the
physical devices.

For information about completing this task, refer to the "Configuring Disks for
ASM" section on page 7-32.

Using an Existing ASM Disk Group

If you want to store either database or recovery files in an existing ASM disk group,
you have the following choices, depending on the installation method that you select:

If you select an installation method that runs DBCA in interactive mode, by
choosing the Advanced database configuration option for example, you can
decide whether you want to create a new disk group or use an existing one.

The same choice is available to you if you use DBCA after the installation to create
a database.

If you select an installation method that runs DBCA in non-interactive mode, you
must choose an existing disk group for the new database; you cannot create a new
disk group. However, you can add disk devices to an existing disk group if it has
insufficient free space for your requirements.

Note: The ASM instance that manages the existing disk group can
be running in a different Oracle home directory.

To determine whether an existing ASM disk group exists, or to determine whether
there is sufficient disk space in a disk group, you can use Oracle Enterprise Manager
Grid Control or Database Control. Alternatively, you can use the following procedure:

1.

View the contents of the or at ab file to determine whether an ASM instance is
configured on the system:

# nore /var/opt/oraclel/oratab

If an ASM instance is configured on the system, the or at ab file should contain a
line similar to the following;:

+ASM or acl e_hone_pat h: N
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In this example, +ASMis the system identifier (SID) of the ASM instance and
or acl e_hone_pat h is the Oracle home directory where it is installed. By
convention, the SID for an ASM instance begins with a plus sign.

Set the ORACLE_SID and ORACLE_HOME environment variables to specify the
appropriate values for the ASM instance that you want to use.

Connect to the ASM instance as the SYS user with SYSDBA privilege and start the
instance if necessary:

# $ORACLE_HOWE bi n/ sql pl us "SYS/ SYS_password as SYSDBA'

SQL> STARTUP

Enter the following command to view the existing disk groups, their redundancy
level, and the amount of free disk space in each one:

SQL> SELECT NAME, TYPE, TOTAL_MB, FREE_MB FROM V$ASM DI SKGROUP;

From the output, identify a disk group with the appropriate redundancy level and
note the free space that it contains.

If necessary, install or identify the additional disk devices required to meet the
storage requirements listed in the previous section.

Note: If you are adding devices to an existing disk group, Oracle
recommends that you use devices that have the same size and
performance characteristics as the existing devices in that disk

group.

Configuring Disks for ASM

To configure disks for use with ASM on Solaris, follow these steps:

1.

If necessary, install the shared disks that you intend to use for the disk group and
restart the system.

On SPARC systems only, enter the following commands to identify devices that
are part of a logical volume manager (LVM) disk group:

Note: The following command displays information about
VERITAS Volume Manager disks. If you use a different LVM, refer
to the appropriate documentation for information about
determining which disk devices it is managing.

# vxdi skconfig
# [usr/sbin/vxdisk Iist

If this command displays disk group information associated with a disk device,
the disk is already part of an LVM disk group. Do not use disks that are part of an
LVM disk group.

To create or identify the disk slices (partitions) that you want to include in the
ASM disk group, follow these steps:

a. To list the disks attached to the system, enter the following command:

# [usr/sbin/formt

The output from this command is similar to the following:
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AVAI LABLE DI SK SELECTI ONS:
0. c0t0d0 <ST34321A cyl 8892 alt 2 hd 15 sec 63>

/pci @f,0/pci @, 1/i de@/ dad@, 0
1. c1t5d0 <SUN9. 0G cyl 4924 alt 2 hd 27 sec 133>
[ pci @f, 0/ pci @/scsi @/sd@, 0

This command displays information about each disk attached to the system,
including the device name (cxt ydz).
b. Enter the number corresponding to the disk that you want to use.

c. On x86 systems only, use the f di sk command to create a Solaris partition on
the disk if one does not already exist.

Solaris f di sk partitions must start at cylinder 1, not cylinder 0. If you create a
new f di sk partition, you must label the disk before continuing.

d. Enter thepartitioncommand, followed by the pri nt command to display
the partition table for the disk that you want to use.

e. If necessary, create a single whole-disk slice, starting at cylinder 1.

Note: To prevent ASM from overwriting the partition table, you
cannot use slices that start at cylinder 0 (for example, slice 2).

f. Make a note of the number of the slice that you want to use.

g. If youmodified a partition table or created a new one, enter the | abel
command to write the partition table and label to the disk.

h. Enter g to return to the f or mat menu.

i. If you have finished creating slices, enter ¢ to quit from the f or mat utility.
Otherwise, enter the di sk command to select a new disk and repeat steps b to
g to create or identify the slices on that disks.

On the other cluster nodes, use the f or mat utility to determine whether the
device names for the slices that you created are the same on every node.

If you plan to use existing slices, enter the following command on every node to
verify that they are not mounted as file systems:

# df -k
This command displays information about the slices on disk devices that are
mounted as file systems. The device name for a slice includes the disk device name

followed by the slice number, for example cxt ydzsn, where sn is the slice
number.

Enter commands similar to the following on every node to change the owner,
group, and permissions on the character raw device file for each disk slice that you
want to add to a disk group:

# chown oracl e: dba /dev/rdsk/cxtydzs6
# chnod 660 /dev/rdsk/cxtydzs6

In this example, the device name specifies slice 6.
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7.

Note: If you are using a multi-pathing disk driver with ASM,
make sure that you set the permissions only on the correct logical
device name for the disk.

If the nodes are configured differently, the disk device names for
the disks might be different on some nodes. Make sure that you
specify the correct disk device name in these commands on each
node.

If you also want to use raw devices for storage, refer to the "Configure Raw
Partitions or Raw Logical Volumes" section on page 7-34.

Otherwise, refer to the "Verify that the Cluster Software is Configured and
Running" section on page 7-44.

Configure Raw Partitions or Raw Logical Volumes

Refer to the following section for information about configuring raw devices.

Note: If you are using ASM for database file storage, you need
only create raw devices for the Oracle CRS files. However, if a
cluster file system is available on your platform, Oracle
recommends that you use that file system to store the Oracle CRS
files instead of using raw devices for them.

Configuring Raw Partitions or Raw Logical Volumes

The following subsections describe how to configure raw partitions or raw logical
volumes on Solaris:

Configure Raw Partitions or Raw Logical Volumes on page 7-34

Follow the procedures described in this section if you are installing RAC on a
cluster without a supported cluster volume manager or a supported cluster file
system.

SPARC Only: Configuring Raw Logical Volumes for Oracle CRS or Database File
Storage on page 7-39

Follow the procedures described in this section only if you are using VERITAS
Cluster Volume Manager (CVM) with Sun Cluster on SPARC systems.

Configuring Raw Partitions for Oracle CRS or Database File Storage

This section describes how to configure shared raw partitions for Oracle CRS files
(Oracle Cluster Registry and CRS voting disk) and Oracle database files.

A partition is a slice defined on a shared disk or on a shared disk array volume.

Note: For RAC installations, Solaris Volume Manager volumes or
partitions are not currently supported for Oracle CRS or database file
storage.
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Table 7-1 lists the number and size of the raw disk devices that you must configure for
database files. Table 7-2 lists the number and size of the raw disk devices that you
must configure for CRS files.

Note: Solaris imposes limits on the number of slices that you can
create on a single disk device. If you want to use slices, you might
need to create them on more than one disk or volume.

Table 7-1 Raw Partitions Required for Database Files on Solaris

Number Size (MB) Purpose and Sample Symbolic Link Name
1 500 SYSTEM tablespace:

dbnane_syst em raw_500m
1 300 + (Number of ~ SYSAUX tablespace:

. *
instances * 250) dbnane_sysaux_r aw_800m

Number of 500 UNDOTBSn tablespace (One tablespace for each instance,
instances where 7 is the number of the instance):

dbnane_undot bsn_raw 500m

1 250 TEMP tablespace:
dbname_t enp_raw_250m
1 160 EXAMPLE tablespace:
dbnane_exanpl e_raw_160m
1 120 USERS tablespace:
dbnane_users_raw 120m
2*number 120 Two online redo log files for each instance (1 is the number
of instances of the instance and m is the log number, 1 or 2):

dbnane_redon_m raw 120m

2 110 First and second control files:

dbname_control {1] 2} _raw 110m

1 5 Server parameter file (SPFILE):
dbname_spfile_raw 5m
1 5 Password file:

dbname_pwdfile_raw 5m

Table 7-2 Raw Partitions Required for CRS Files on Solaris

Number Size (MB) Purpose and Sample Symbolic Link Name

1 100 Oracle Cluster Registry:
ora_ocr_raw _100m

Note: You need to create this raw device only once on the
cluster. If you create more than one database on the cluster,
they all share the same Oracle Cluster Registry (OCR).

1 20 Oracle CRS voting disk:
ora_vote_raw 20m

Note: You need to create this raw device only once on the
cluster. If you create more than one database on the cluster,
they all share the same Oracle CRS voting disk.
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To configure shared raw partitions for CRS files, database files, or both, follow these
steps:

1.

If you intend to use raw partitions for database file storage, choose a name for the
database that you want to create.

The name that you choose must start with a letter and have no more than four
characters, for example, or cl .

If necessary, install or configure the shared disks that you intend to use and restart
the system.

If you want to use disk slices, follow these steps to create or identify the required
disk slices:

a. To list the disks attached to the system, enter the following command:

# [usr/sbin/formt

The output from this command is similar to the following:

AVAI LABLE DI SK SELECTI ONS:
0. cO0t0d0 <ST34321A cyl 8892 alt 2 hd 15 sec 63>
/ pci @f, 0/ pci @, 1/i de@/ dad@, 0
1. cl1t5d0 <SUN9. 0G cyl 4924 alt 2 hd 27 sec 133>
[ pci @f, 0/ pci @/scsi @/sd@,0

This command displays information about each disk attached to the system,
including the device name (cxt ydz).

b. Enter the number corresponding to the disk that you want to use.

Note: Make sure that the disk you choose is not being used for
another purpose. For example, make sure that it is not being used as a
component for a logical volume manager volume.

c. On x86 systems only, use the f di sk command to create a Solaris partition on
the disk if one does not already exist.

Solaris f di sk partitions must start at cylinder 1, not cylinder 0. If you create a
new f di sk partition, you must label the disk before continuing.

d. Enter the partiti on command, followed by the pri nt command to display
the partition table for the disk that you want to use.

e. Identify or create slices for each of the partitions that you require.

The previous table shows the number and size of the partitions that you
require for both CRS files and database files.

Note: To prevent the CRS or database files from overwriting the
partition table, do not use slices that start at cylinder 0 (for example,
slice 2).

f. Make a note of the number of the slices that you want to use.

g. If you modified a partition table or created a new one, enter the | abel
command to write the partition table and label to the disk.

h. Enter g to return to the f or mat menu.
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i.  After you have finished creating slices, enter ¢ to quit from the f or mat utility.

4. If you plan to use existing partitions, enter the following command on every node
to verify that they are not mounted as file systems:

#df -k

This command displays information about the devices that are mounted as file
systems. The device name for a slice includes the disk device name followed by
the slice number, for example cxt ydzsn, where sn is the slice number.

5. On the other cluster nodes, use the f or mat utility to determine whether the
device names for the slices that you created are the same on every node.

6. If the device name for a slice that you want to use is different on any node, enter a
command similar to the following on all nodes to create symbolic links to the
appropriate device using a common name:

Note: If you are using a multi-pathing disk driver, make sure that
you create the links to the correct logical device name for the slice.

The previous table provides suggested symbolic link names for
each partition.

# 1n -s /dev/rdsk/cxtydzsn /dev/rdsk/ora_ocr_raw 100m

7. Enter commands similar to the following on every node to change the owner,
group, and permissions on the character raw device file for each partition:
L] OCR:

# chown root:oinstall /dev/rdsk/cxtydzsn
# chnod 640 /dev/rdsk/cxtydzsn

= CRS voting disk and database files:

# chown oracl e: dba /dev/rdsk/cxtydzsn
# chnod 660 /dev/rdsk/ cxtydzsn

Note: If you are using a multi-pathing disk driver, make sure that
you set the permissions only on the correct logical device name for
the partition.

If you created symbolic links, specify the symbolic link paths in
these commands.

8. If you are using raw disk devices for database files, follow these steps to create the
DBCA raw device mapping file:

Note: You must complete this procedure only if you are using raw
devices for database files. The DBCA raw device mapping file
enables the DBCA to identify the appropriate raw disk device for
each database file. You do not specify the raw devices for the Oracle
CRS files in the DBCA raw device mapping file.
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a. Set the ORACLE_BASE environment variable to specify the Oracle base
directory that you identified or created previously:

Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/u01/app/oracle ; export ORACLE BASE

C shell:
% set env. ORACLE_BASE / u01/ app/ oracl e

b. Create a database file subdirectory under the Oracle base directory and set the
appropriate owner, group, and permissions on it:

# nkdir -p $ORACLE BASE/ or adat a/ dbnane
# chown -R oracle:oinstal | $ORACLE_BASE/ oradat a
# chnod -R 775 $ORACLE_BASE or adat a

In this example, dbnane is the name of the database that you chose
previously.

c. Change directory to the $ORACLE_BASE/ or adat a/ dbnare directory.

d. Using any text editor, create a text file similar to the following that identifies
the device file name associated with each database file.

Oracle recommends that you use a file name similar to dbname_r aw. conf
for this file.

Note: The following example shows a sample mapping file for a
two-instance RAC cluster. Some of the partitions use alternative
symbolic link names. Make sure that the partition device file name
that you specify identifies the same partition on all nodes.

syst en¥/ dev/ rdsk/c2t 1d1s3

sysaux=/ dev/rdsk/ c2t 1d1s4

exanpl e=/ dev/ rdsk/ c2t 1d1s5

user s=/ dev/rdsk/c2t 1d1s6

t enp=/ dev/ rdsk/ c2t 1d2s3

undot bs1=/ dev/ r dsk/ c2t 1d2s4

undot bs2=/ dev/ r dsk/ c2t 1d2s5
redol_1=/dev/rdsk/ c2t 1d2s6
redol_2=/dev/rdsk/c2t 1d3s3

redo2_1=/ dev/rdsk/ c2t 1d3s4
redo2_2=/ dev/ rdsk/ c2t 1d3s5

control 1=/ dev/rdsk/ c2t 1d4s3

control 2=/ dev/ rdsk/ c2t 1d4s3

spfil e=/dev/rdsk/ dbname_spfile_raw 5m
pwdfi | e=/ dev/ r dsk/ dbname_pwdfile_raw 5m

In this example, dbnamne is the name of the database.

Use the following guidelines when creating or editing this file:

Each line in the file must have the following format:

dat abase_obj ect _identifier=device_file_nane

The symbolic link names suggested in the previous table include the data-
base object identifier that you must use in this mapping file. For example,
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in the following symbolic link name, r edol1_1 is the database object iden-
tifier:

rac_redol_1 raw 120m

- For a RAC database, the file must specify one automatic undo tablespace
datafile (undot bsn) and two redo log files (r edon_1, r edon_2) for each
instance.

- Specify at least two control files (cont r ol 1, cont r ol 2).

- To use manual instead of automatic undo management, specify a single
RBS tablespace datafile (r bs) instead of the automatic undo management
tablespace datafiles.

e. Save the file and note the file name that you specified.

f.  When you are configuring the or acl e user’s environment later in this
chapter, set the DBCA_RAW_CONFIG environment variable to specify the full
path to this file.

9. When you are installing Oracle Cluster Ready Services, you must enter the paths
to the appropriate device files when prompted for the path of the OCR and CRS
voting disk, for example:

/ dev/ rdsk/ cxtydzsn

10. To continue, refer to the "Verify that the Cluster Software is Configured and
Running" section on page 7-44.

SPARC Only: Configuring Raw Logical Volumes for Oracle CRS or
Database File Storage

This section describes how to configure raw logical volumes using VERITAS Cluster
Volume Manager (CVM) with Sun Cluster 3.1 on SPARC systems.

Note: For information about other supported options for creating
logical volumes for Oracle CRS and database files, refer to the
Certify page on the OracleMetalink Web site:

http://metalink.oracle.com

Create a Shared Disk Group
To create a shared disk group, follow these steps:

1. If necessary, install the shared disks that you intend to use for the disk group and
restart the system.

2. To make sure that the disks are available, enter the following command:

# [usr/sbin/formt

The output from this command is similar to the following:

AVAI LABLE DI SK SELECTI ONS:
0. cO0t0d0 <ST34321A cyl 8892 alt 2 hd 15 sec 63>
/pci @f,0/pci @, 1/i de@/ dad@, 0
1. clt5d0 <SUN9. 0G cyl 4924 alt 2 hd 27 sec 133>
[ pci @f, 0/ pci @/scsi @/sd@,0
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This command displays information about each disk attached to the system,
including the device name (cxt ydz).

3. From the list, identify the device names for the disk devices that you want to add
to a disk group, then press Ctrl/D to exit from the f or mat utility.

4. Enter the following command on every node to verify that the devices you
identified are not mounted as file systems:

#df -k

This command displays information about the partitions (slices) on disk devices
that are mounted as file systems. The device name for a slice includes the disk
device name followed by the slice number, for example cxt ydzsn, where sn is
the slice number. Slice 2 (S2) represents the entire disk. The disk devices that you
choose must not be shown as mounted partitions.

5. Enter the following commands to verify that the devices you identified are not
already part of a disk group:

Note: The following command displays information about
VERITAS Volume Manager (VxVM) disks. If you use a different
LVM, refer to the appropriate documentation for information about
determining which disk devices it is managing.

# lusr/sbin/ vxdi skconfig
# [usr/sbin/vxdisk |ist

The vxdi sk |i st command identifies the disk devices that are already
configured in a disk group. The word online in the STATUS column also identifies
disks that have been initialized and placed under VxVM control. The word error
in the STATUS column identifies disks that are not initialized.

The disk devices that you choose must not be in an existing disk group.

6. If the disk devices that you want to use are not initialized, enter a command
similar to the following to initialize each disk:

# [usr/sbin/vxdi skadd cxtydz

7. To create a shared disk group, enter a command similar to the following,
specifying all of the disks that you want to add to the group:

# [usr/sbhin/vxdg -s init diskgroup di skname=devi cenane ...

In this example:
= -s indicates that you want to create a shared disk group

= di skgroup is the name of the disk group that you want to create, for
example, or adg

= di sknane is an administrative name that you assign to a disk, for example
orad01l

« devi cenane is the device name, for example, c1t 0d0

Create Raw Logical Volumes in the New Disk Group
To create the required raw logical volumes in the new disk group, follow these steps:

1. Choose a name for the database that you want to create.
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The name that you choose must start with a letter and have no more than four
characters, for example, or cl .

2. Identify the logical volumes that you must create.

Table 7-3 lists the number and size of the logical volumes that you must create for
database files. Table 7—4 lists the number and size of the logical volumes that you
must create for CRS files.

Table 7-3 Raw Logical Volumes Required for Database Files on Solaris

Number  Size (MB) Purpose and Sample Logical Volume Name
1 500 SYSTEM tablespace:
dbname_syst em raw_500m
1 300 + SYSAUX tablespace:
ﬁ;‘gﬁ: ff dbname_sysaux_r aw_800m
250)
Number 500 UNDOTBSH tablespace (One tablespace for each instance, where n
of is the number of the instance):
instances dbname_undot bsn_r aw_500m
1 250 TEMP tablespace:
dbname_t enp_r aw_250m
1 160 EXAMPLE tablespace:
dbname_exanpl e_raw _160m
1 120 USERS tablespace:
dbname_users_raw_120m
2% 120 Two online redo log files for each instance (where 7 is the number
number of of the instance and m is the log number, 1 or 2):
instances dbname_r edon_m raw _120m
2 110 First and second control files:
dbnanme_control {1| 2} _raw 110m
1 5 Server parameter file (SPFILE):
dbname_spfile_raw 5m
1 5 Password file:
dbname_pwdfile_raw 5m
Table 7-4 Raw Logical Volumes Required for CRS Files on Solaris
Number  Size (MB) Purpose and Sample Logical Volume Name
1 100 Oracle Cluster Registry:

ora_ocr_raw_100m

Note: You need to create this raw logical volume only once on the
cluster. If you create more than one database on the cluster, they all
share the same Oracle Cluster Registry (OCR).

If you are upgrading from Oracle9i Release 2, you can continue to
use the raw device that you used for the SRVM configuration
repository instead of creating this new logical volume.
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Table 7-4 (Cont.) Raw Logical Volumes Required for CRS Files on Solaris

Number  Size (MB) Purpose and Sample Logical Volume Name

1

20 Oracle CRS voting disk:
ora_vote_raw 20m

Note: You need to create this raw logical volume only once on the
cluster. If you create more than one database on the cluster, they all
share the same Oracle CRS voting disk.

To create the logical volume for the Oracle Cluster Registry, enter a command
similar to the following:

# lusr/sbin/vxassist -g diskgroup make ora_ocr_raw _100m 100m user=root \
group=oi nstal | rmode=640
In this example, di skgr oup is the name of the disk group you created previously,

for example, or adg.

To create the other required logical volumes, enter commands similar to the
following:

# [usr/sbin/vxassist -g diskgroup make vol une size user=oracle \
group=dba mode=660
In this example:

= di skgroup is the name of the disk group that you created previously, for
example or adg

= vol une is the name of the logical volume that you want to create

Oracle recommends that you use the sample names shown in the previous
table for the logical volumes. Substitute the dbnane variable in the sample
logical volume name with the name you chose for the database in step 1.

= Si ze is the size of the logical volume, for example, 500mrepresents 500 MB

= user=oracle group=dba nmpde=660 specifies the owner, group, and
permissions on the volume

Specify the Oracle software owner user and the OSDBA group for the user
and gr oup values (typically or acl e and dba).

The following example shows a sample command used to create an 800 MB logical
volume in the or adg disk group for the SYSAUX tablespace of a database named
test:

# lusr/shin/vxassist -g oradb make test_sysaux_raw 800m 800m \
user =oracl e group=dba node=660

Deport the Disk Group and Import It on the Other Cluster Nodes
To deport the disk group and import it on the other cluster nodes, follow these steps:

1.

2.

Deport the disk group:
# [usr/sbin/vxdg deport diskgroup

Log into each cluster node and complete the following steps:

a. Enter the following command to cause VxVM to examine the disk
configuration:
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# [usr/sbhin/vxdctl enable

b. Import the shared disk group:
# [usr/sbin/vxdg -s inport diskgroup

c. Start all logical volumes:

# [usr/sbin/vxvol startall

Create the DBCA Raw Device Mapping File

Note: You must complete this procedure only if you are using raw
devices for database files. You do not specify the raw devices for
the Oracle CRS files in the DBCA raw device mapping file.

To enable Database Configuration Assistant (DBCA) to identify the appropriate raw
device for each database file, you must create a raw device mapping file, as follows:

1. Set the ORACLE_BASE environment variable to specify the Oracle base directory
that you identified or created previously:

« Bourne, Bash, or Korn shell:

$ ORACLE_BASE=/ u01/app/oracle ; export ORACLE BASE

« Cshell:
% set env ORACLE_BASE / u01/ app/ oracl e
2. Create a database file subdirectory under the Oracle base directory and set the
appropriate owner, group, and permissions on it:

# nkdir -p $ORACLE BASE/ or adat a/ dbnane
# chown -R oracle:oinstal |l $ORACLE_BASE oradat a
# chmod -R 775 $ORACLE_BASE/ or adat a

In this example, dbnane is the name of the database that you chose previously.

3. Change directory to the $ORACLE_BASE/ or adat a/ dbnamne directory.

4. Enter the following command to create a text file that you can use to create the raw
device mapping file:

# find /dev/vx/rdsk/di skgroup -user oracle -nane dbname* \
-print > dbnane_raw. conf

5. Edit the dbname_r aw. conf file in any text editor to create a file similar to the
following:

Note: The following example shows a sample mapping file for a
two-instance RAC cluster.

syst en¥/ dev/ vx/ rdsk/ di skgr oup/ dbnanme_syst em raw_500m
sysaux=/ dev/ vx/ rdsk/ di skgr oup/ dbnanme_sysaux_raw_800m
exanpl e=/ dev/ vx/ rdsk/ di skgr oup/ dbnanme_exanpl e_raw_160m
user s=/ dev/ vx/ r dsk/ di skgr oup/ dbname_users_raw_120m

t enp=/ dev/ vx/ rdsk/ di skgroup/ dbname_t enp_r aw_250m
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undot bs1=/ dev/ vx/ rdsk/ di skgr oup/ dbname_undot bs1_raw _500m
undot bs2=/ dev/ vx/ r dsk/ di skgr oup/ dbname_undot bs2_r aw_500m
redol_1=/dev/ vx/ rdsk/ di skgr oup/ dbnane_redol 1 raw 120m
redol_2=/dev/ vx/ rdsk/ di skgr oup/ dbnane_redol 2 raw 120m
redo2_1=/ dev/ vx/ rdsk/ di skgr oup/ dbname_redo2_1_raw_120m
redo2_2=/ dev/ vx/ rdsk/ di skgr oup/ dbnanme_redo2_2_raw_120m
control 1=/ dev/ vx/ rdsk/ di skgroup/ dbnane_control 1_raw 110m
control 2=/ dev/ vx/ r dsk/ di skgroup/ dbnanme_control 2_raw _110m
spfil e=/ dev/ vx/rdsk/di skgroup/ dbnane_spfile_raw 5m

pwdf i | e=/ dev/ vx/ rdsk/ di skgr oup/ dbname_pwdfile_raw 5m

In this example:
« di skgroup is the name of the disk group
= dbnane is the name of the database
Use the following guidelines when creating or editing this file:
= Each line in the file must have the following format:
dat abase_obj ect _i denti fi er=l ogi cal _vol une
The logical volume names suggested in this manual include the database

object identifier that you must use in this mapping file. For example, in the
following logical volume name, r edo1_1 is the database object identifier:

/ dev/ vx/rdsk/ oradg/rac_redol_1 raw 120m
= For a RAC database, the file must specify one automatic undo tablespace

datafile (undot bsn) and two redo log files (r edon_1, r edon_2) for each
instance.

= Specify at least two control files (contr ol 1, contr ol 2).

= To use manual instead of automatic undo management, specify a single RBS
tablespace datafile (r bs) instead of the automatic undo management
tablespace datafiles.

6. Save the file and note the file name that you specified.

7.  When you are configuring the or acl e user’s environment later in this chapter, set
the DBCA_RAW_CONFIG environment variable to specify the full path to this
file.

Verify that the Cluster Software is Configured and Running

7-44

Note: This section applies to SPARC systems only.

Sun Cluster is not required. However, if it is installed, Oracle CRS can
integrate with it.

To verify that the Sun Cluster software is configured and running on Solaris SPARC
systems:

1. Verify that the or acl e. dba. gi d parameter in the
/ etc/opt/ SUNWI ust er/ conf/ cl ust er nane. or a_cdb file specifies the
group ID of the OSDBA group (typically dba) that you created earlier.
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Note: The name of the cluster (cl ust er nane) is defined in the
/et c/ opt/ SUNWI ust er/ conf/ def aul t _cl ust er nane file.

To verify that the Sun Cluster software is running, enter the following command
on one of the cluster nodes:

# lusr/cluster/bin/scstat -n
If the output from this command does not list all of the nodes in the cluster, make
sure that all of the cluster nodes are booted.

If necessary, refer to the Sun Cluster documentation for information about
troubleshooting the cluster.

Stop Existing Oracle Processes

Caution: If you are installing additional Oracle Database 10g
products in an existing Oracle home, stop all processes running in
the Oracle home. You must complete this task to enable the Installer
to relink certain executables and libraries.

If you choose to create a database during the installation, most installation types
configure and start a default Oracle Net listener using TCP/IP port 1521 and the IPC
key value EXTPROC. However, if an existing Oracle Net listener process is using the
same port or key value, the Installer can only configure the new listener; it cannot start
it. To ensure that the new listener process starts during the installation, you must shut
down any existing listeners before starting the Installer.

To determine whether an existing listener process is running and to shut it down if
necessary, follow these steps:

1.

Switch user to or acl e:
# su - oracle
Enter the following command to determine whether a listener process is running
and to identify its name and the Oracle home directory in which it is installed:
$ ps -ef | grep tnslsnr
This command displays information about the Oracle Net listeners running on the
system:
. oracle_homel/bin/tnslsnr LI STENER -inherit

In this example, or acl e_homel is the Oracle home directory where the listener is
installed and LI STENERs the listener name.

Note: If no Oracle Net listeners are running, refer to the
"Configure the oracle User’s Environment" section on page 7-46 to
continue.

Set the ORACLE_HOME environment variable to specify the appropriate Oracle
home directory for the listener:
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« Bourne, Bash, or Korn shell:

$ ORACLE_HOVE=or acl e_honel
$ export ORACLE HOME

= Cor tcsh shell:
% set env. ORACLE_HOME oracl e_honel
4. Enter the following command to identify the TCP/IP port number and IPC key
value that the listener is using:

$ $ORACLE_HOME/ bin/lsnrctl status |istenernane

Note: If the listener uses the default name LISTENER, you do not
have to specify the listener name in this command.

5. Enter a command similar to the following to stop the listener process:
$ $ORACLE_HOWE/ bi n/Isnrctl stop |istenernane

6. Repeat this procedure to stop all listeners running on this system and on all other
cluster nodes.

Configure the oracle User’s Environment

You run the Installer from the or acl e account. However, before you start the Installer
you must configure the environment of the or acl e user. To configure the
environment, you must:

= Set the default file mode creation mask (umask) to 022 in the shell startup file.
«  Set the DISPLAY and ORACLE_BASE environment variables.

To set the or acl e user’s environment, follow these steps:

1. Start a new terminal session, for example, an X terminal (xt er m.

2. Enter the following command to ensure that X Window applications can display
on this system:

$ xhost +

3. If you are not already logged in to the system where you want to install the
software, log in to that system as the or acl e user.

4. If you are not logged in as the or acl e user, switch user to or acl e:

$ su - oracle

5. To determine the default shell for the or acl e user, enter the following command:

$ echo $SHELL

6. Open the or acl e user’s shell startup file in any text editor:
« Bourne shell (sh), Bash shell (bash), or Korn shell (ksh):
$ vi .profile

« Cshell (cshortcsh):

%vi .login
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10.

11.

12.

Enter or edit the following line, specifying a value of 022 for the default file mode
creation mask:

umask 022

If the ORACLE_SID, ORACLE_HOME, or ORACLE_BASE environment variables
are set in the file, remove the appropriate lines from the file.

Save the file and exit from the editor.

To run the shell startup script, enter one of the following commands:

« Bourne, Bash, or Korn shell:

$. ./.profile

« Cshell:

% source ./.login

If you are not installing the software on the local system, enter a command similar
to the following to direct X applications to display on the local system:

« Bourne, Bash, or Korn shell:

$ DI SPLAY=| ocal _host: 0.0 ; export DI SPLAY

« Cshell:
% setenv DI SPLAY | ocal _host: 0.0

In this example, | ocal _host is the host name or IP address of the system that
you want to use to display the Installer (your workstation or PC).

If you determined that the / t np directory has less than 400 MB of free 