Whitepaper Best Practices for Migrating to the Solaris™ 9 Operating System On the Web sun.com

Best Practices for Migrating to the %tzézSun

microsystems

Solaris™ 9 Operating System

A Case Study at Sun — Upgrading 1500 Servers to the
Solaris 9 Operating System
December 2003




Table of Contents

EXECULiVE OVEIVIEW . . ..ottt ittt ittt iittentaetanennenncassnnsnsenanns 1
A Successful STrategy .. oot e e et e 1
Scope of This DOCUMENt .. vttt e et et e e et ettt it e e eeenns 2

INtroduction . ..ottt i i i it ettt 3
LI T3 1 =1 1=T TP 3

A Traditional Approach Would Not Accomplishthe Goal .................... 3
Sun’s Strategy and Process . ....covvtiiiiiietieitetiieteeeatetetatacaaraaanas 5
SUN’S Migration Strategy . v oo vt ettt ettt e e et et et 5
Benefits and Risks of SUN’S Strategy ... vv v i ittt et et i e 6
Key Technologies in Sun’s Strategy and Implementation ....................... 6
Solaris Flash Technology ...t i ettt e e een 7
Solaris Live Upgrade Technology .......cooiiiniiiiiiiiiiii i iiinnnn. 7
A FOUI-STage PrOCESS & vt ittt ittt et i et e ittt i e e e 7
Stage 1 — Taking an Inventory of the Data Center Environment .............. 8
Stage 2— Creating a Master Solaris90SImage ........ccvviiiiininennn.. 8
Stage 3— Migratingtothe New OS . ... ... . ittt i e 9
Stage 4— Re-establishing Disk Redundancy and Removing the Fallback Boot ... 11
Program Management and Problem Resolution ......................... 12
Documentation and Tools Available for Download ........................... 13

Achieving Results ........cciiiiiiiiiiiiiiiiinieenreeenenrososossnsasannnns 15
Delivering Business BENefitS ... ..vtitnin ittt ittt et et e et 15
Minimizing Application Change . ... .ot i e e e e e e 16

(000 o T T 17

For More Information ...ttt i e e et e 17



©2002 Sun Microsystems, Inc.



Executive Overview P1

Chapter 1

Executive Overview

With businesses facing shrinking IT budgets and the need to stretch resources further, the idea of
spending money on updating the operating systems of data center servers is often overlooked.
Budgets are tight and only a small fraction of the IT projects that make it to the drawing board
ever get approved and executed. What’s often overlooked in an IT infrastructure project, however,
is that the benefits can go well beyond the cost savings that are typically used to justify it.

Sun’s recent project to migrate 1500 servers to the Solaris™ 9 Operating System (0S) was
justified based on simplifying data center operations, reducing costs, and improving service levels.
Sun recognized that the cost of managing its internal IT infrastructure could be significantly
reduced by taking advantage of some of the new technologies available in the latest version of its
operating system, the Solaris 9 OS. With all of Sun’s servers running the Solaris 9 0OS, Sun’s data
center infrastructure could provide better security and more flexible provisioning of resources. The
servers could then be more fully utilized and user service levels could be maintained more easily
during spikes in user demand.

In early 2003, a Sun management initiative was put forth to migrate Sun’s internal servers to
the Solaris 9 OS within a six-month time period. Because of Sun’s size, and the fact that it operates
multiple data centers around the world, this project to upgrade 1500 servers to the Solaris 9 0S
seemed daunting at first. The project team had limited resources, a tight six-month time

schedule, and an unknown number of applications that were not “supported” on Solaris 9 OS.

A Successful Strategy

Faced with this challenge, the Sun IT organization developed a new and innovative approach to

system upgrades. The project team created a cost-effective method to rapidly upgrade systems
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with minimal downtime. They were also able to limit the need for application testing to save costs
without compromising user quality of service.

Sun’s project was based on a few key assumptions that turned out to be a good basis for the
project strategy. The key assumptions built into the project strategy were:
* Most applications would just work on the new 0S and extensive testing would not be necessary
 The cost of additional hardware for test configurations could be avoided without incurring too

much extra risk

* Investing engineering time up front on developing automated programs to simplify the

migration process would pay off in terms of big gains in efficiency

Sun IT estimates that it could have spent well over $100M in testing, had it used traditional
testing for all of the applications and servers that were migrated. This would have made the
project nearly impossible to justify. By testing only mission-critical applications and providing a
fallback environment (dual boot environment) so that users could trust the process, Sun IT was
able to avoid the high cost of installing additional test configurations and the engineering effort
that would have been required for testing.

The use of automation in Sun’s process provided big gains in efficiency. Not only was it much
faster to migrate each server using automated programs, but this process automation also
resulted in less variation of the OS configurations that were deployed. This simplified data center
environment now has the potential to reduce the cost of Sun’s ongoing data center operations.

Sun’s strategy can be summarized as follows:

* Utilize Solaris Live Upgrade and Flash Archive features to improve efficiency and minimize
downtime

* Provide dual boot capability on servers to help minimize risk of application failure

 Avoid, where possible, the need for system administrator input during the migration process to

improve efficiency and help increase standardization of server configurations

Within a six-month time period, the Sun IT project team completed the migration of nearly 1500
servers to the Solaris 9 OS with only 43 application defects identified during that time period.
Approximately one thousand applications were migrated and greater than 99 percent of them
worked without modifications to the code or to the server environment, a testimony to the binary

compatibility of the Solaris OS.

Scope of This Document

This document provides a case study of Sun's internal project to migrate its servers to the Solaris 9
0S. It also serves as a best practices guide to organizations that want to capitalize on the benefits
of the Solaris 9 OS, but have lacked a methodology to quickly and effectively migrate their existing
application workload to the new operating system. Sun's methodology is explained in detail,
including Sun's assumptions, the strategies used to minimize risk, and classification of defects
found. The document also provides links to additional information such as how to download
project documentation and the programs used by Sun to automate its process.

The intent of this paper is to empower businesses to leverage Sun's migration process to

implement their own smooth and trouble-free migration to the Solaris 9 OS.

©2003 Sun Microsystems, Inc.
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Chapter 2

Introduction

The Challenge

With more than 1500 servers running business systems and applications in data centers across the
globe, it was important for Sun to standardize on a common Solaris Operating System
configuration. Sun wanted to bring all of its data centers up to the current OS release to help
simplify data center operations and to begin taking advantage of Solaris 9 OS technologies
designed to drive down data center costs and improve services levels.

Many of the systems to be upgraded were four to seven years old, running OS versions that
were several releases behind, and containing applications that may not have been updated since
the systems were first installed. In fact, some of the applications were no longer supported by
their vendors regardless of what operating system they were running on. Others were certified on
a prior release of the Solaris OS, but were not yet certified to run on Solaris 9 0S. The migration
process would therefore need a quick and easy way to bring back the old application environment

in order to make a support call to a third-party software vendor.

A Traditional Approach Would Not Accomplish the Goal
Sun’s IT staff recognized that traditional methods of upgrading these 1500 servers would be
prohibitively expensive in terms of system administrator time and downtime for applications. A
standard OS upgrade could take up to several hours per server and application testing could be an
even greater challenge. To add to the complexity of the challenge, Sun IT staff had been given
only six months in which to complete the migration of these servers to the Solaris 9 OS.

A partial inventory of 530 servers was used to determine how many applications would need

to be migrated to the new operating system. Sun used automated programs to look for executable
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files on these servers and found more than 23,000 unique executable files, excluding system files.
Because larger applications often have many executable files, the actual number of applications
was estimated to be only one thousand. However, it was clear that even a thousand applications
would be time consuming and difficult to qualify. Tracking them down and testing them to
confirm that each application would run unchanged on the new OS would be
cost-prohibitive. The team needed a process that could scale to upgrade 1500 servers and migrate
an unknown number of applications.
In summary, the methodology to be used would need the following characteristics:

e Quick implementation — The six-month deadline must be met
* Minimal application downtime — Servers must be upgraded without major disruption to users
e Scalable process — OS upgrades on 1500 servers could not take several hours each
» Dependable fallback mechanism — Users needed a way to quickly get to an environment that

was supported by their third-party software vendor
e Minimal application testing — Applications must be assumed to work in the new environment
* Fffective program management — The process must be well managed using a process that

simplifies isolation of potential failures and enables rapid determination of root causes

Sun’s approach to addressing these requirements is summarized in Table 2-1.

Table 2-1: Sun’s approach to addressing key project
requirements

Project Requirement  Sun’s Approach

Deploy a standard OS configuration for all application servers in the
Quick implementation data center using Solaris Flash technology and automated programs for
and scalable process  a seamless process that would help minimize system administrator

effort and create a consistent environment throughout the data center.

Use Solaris Live Upgrade technology to install and configure the Solaris
Minimal application 9 0S on an alternate boot device so that the old system could continue
downtime to operate during the upgrade process. Using this approach, application

downtime is often reduced to the time required for a reboot.

Deploy a dual boot environment during the fallback period so that the
server could be easily booted with either the Solaris 9 OS or the
previously installed OS version. This would enable application software
problems to be easily reproduced on the previous OS platform in case a
support call must be placed to an Independent Software Vendor (ISV).

Dependable fallback
mechanism

Trust the binary compatibility capacity of the Solaris 9 OS to enable
Minimal application applications to run unchanged in the new environment and limit testing
testing to mission-critical applications. Other applications would be assumed
to work unless a problem was reported.

Create a dedicated project team assigned to manage incidents and
track down root causes of errors reported by users. User errors or
process problems could be addressed immediately by this team without
going through the OS product support team, resulting in faster
response.

Effective program
management

Sun’s migration process was designed to reduce the manual effort required for server
installation and patching by automating as many of the steps as possible. Automation would not
only accelerate the project implementation schedule, but also would standardize on a single 0S

configuration, thereby simplifying system administration and potentially improving service levels.
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Chapter 3

Sun’s Strategy and Process

Sun’s Migration Strategy

Because Sun has multiple data center locations and varied support personnel administering
systems, it was important to standardize on a common Solaris Operating System configuration to
simplify data center operations. To achieve this, Sun defined a process to analyze, build and
archive a master Solaris 9 OS image that could be used as a starting point for all server upgrades.

Sun’s migration process was based on a strategy that involved using a second boot drive on
each server so that the server could be booted either from its old environment, or from the new
environment using the Solaris 9 OS (see Figure 3-1). Most servers that were being upgraded
started with a disk configuration that included a mirrored system disk for higher availability. Disk
mirroring would be temporarily turned off so that the mirrored disk could be converted to an
alternate boot disk that would contain a boot environment for the Solaris 9 0S. The migration
process assumed that the mirrored disk was available and would break the mirror to prepare the
server for migration. Then it installed the Solaris 9 OS on the disk that was formerly the mirror
disk. The automated programs that performed this task also allowed for manual input from the
system administrator to select an appropriate disk for the new OS in cases where disk mirroring
was not in place.

The migration process included a fallback period in which servers would maintain dual boot
disks while running from the new Solaris 9 OS boot disk. This would allow for a quick return to the
previously installed OS environment if a problem was encountered. The fallback period was ended
at different stages depending on the server’s purpose. Production servers maintained a fallback
period for 15 to 30 days, whereas test systems would maintain a fallback period until all software

had been certified on the Solaris 9 0S. This would allow test servers to reproduce on the old 0S,
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any problems that might be encountered on a production server running the Solaris 9 0S. By
reproducing the problem on the supported OS, users could then get support from third-party
software vendors whose software had not yet been certified on the Solaris 9 OS.

When the dual boot environment was no longer needed, disk mirroring would be turned back
on, and the old boot environment would be overwritten to add redundancy by mirroring the
Solaris 9 OS boot disk.

Figure 3-1: A dual boot environment enabled users
to boot either OS version, providing a fallback to

Mirror Di.Sk the old OS if necessary.
Old Solaris OS

Boot Environment
Old Solaris OS

Boot Environment
Solaris 9 OS

Boot Environment
Old Solaris OS

Dual Boot Environment

Boot Environment
Solaris 9 OS

Mirror Disk
Solaris 9 OS

Upgraded Environment — Mirrored Disk

Benefits and Risks of Sun’s Strategy

The major benefit of this approach was that it circumvented the need to run a separate test server.
Secondly, it provided users with a fallback position, so that if they were to have a problem during
the fallback period, they could quickly revert to their old environment. This meant that if their
third-party software application were not yet qualified on Solaris 9 OS, they could make a quick
transition to a supported environment by booting the previously installed release of the OS. Then
they could place a support call to their software vendor.

The accepted risk of this approach was that it left the server without OS disk redundancy
during the test period. Given that this approach prevented the need to install additional disks or
run a separate test server, it was deemed a good trade-off to simply turn off disk mirroring during
the test period. If spare disk space were available on the server, the administrator could also
choose a different disk for the Solaris 9 0S boot disk rather than turning off the disk mirroring for
the current OS, thus alleviating this risk.

Key Technologies in Sun’s Strategy and Implementation

Sun’s strategy for the Solaris 9 migration project was dependent on two key technologies, Solaris
Flash and Solaris Live Upgrade. These technologies and their benefits are described briefly in the

following subsections.
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Solaris™ Flash Technology

Sun’s in-house experience with Solaris Flash technology had shown that it could significantly
reduce installation time when setting up a new Sun server or modifying an existing server.
Internal tests conducted at Sun showed that a complete Web server could be set up using the
network install feature of Solaris Flash software in under three minutes.

Solaris Flash technology would be used in this project to install a common Solaris 9 0S
configuration throughout the data center. This method of replicating a single Solaris 9 OS image
can reduce configuration complexity and improve deployment scalability. This process is ideal for
migrating a large number of servers and can provide the following major benefits:

* Greatly speeds up the process of installation
* Creates efficiency and avoids duplication of efforts in configuring software on each server
* Minimizes the risk of errors in the installation by deploying a proven and tested software stack

« Simplifies overall system management by helping to ensure servers are identically configured

For more information on Solaris Flash technology, visit Attp./wwws.sun.com/software/solaris/
webstartflash/.

Solaris Live Upgrade Technology

Solaris Live Upgrade technology can also be used with Solaris Flash technology to simplify the
task of upgrading servers and help minimize downtime. Solaris Live Upgrade software promotes
greater availability by providing a mechanism to upgrade and manage multiple on-disk instances
of the Solaris Operating Environment — allowing OS upgrades to take place while the system
continues to operate.

With Solaris Live Upgrade software, the updates are made to an alternate boot environment
while the system continues to run using the active boot environment. The original system
configuration remains functional, and in operation, until the alternate boot environment is
activated and the server is rebooted. The updated software stack goes into effect immediately
upon system reboot.

The primary benefits of Solaris Live Upgrade technology are:

* Reduces the downtime necessary in an operating system upgrade to that of a simple reboot
* Provides a fallback position, allowing the previous boot environment to remain available in case

of an urgent need to revert to the prior software stack.

More information on Solaris Live Upgrade software is available at Attp.//wwws.sun.com/

software/solaris/liveupgrade/.

A Four-Stage Process

Sun’s upgrade process can be divided into four primary stages that are described in the
succeeding sections. The primary stages are:

 Taking an inventory of the data center environment to define the needs of the OS configuration
* (Creating a masterSolaris 9 OS configuration using Solaris Flash technology

* Migrating each serverto the new Solaris 9 OS configuration

e Re-establishing disk redundancy and removing the fallback boot environment
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Stage 1 — Taking an Inventory of the Data Center Environment
Sun’s first step was to take an inventory of existing servers in the data center to help determine
the requirements for master server configurations. Sun’s data centers included a mix of Sun
servers of different architecture types (e.g. Sun4u). Multiple master servers would therefore be
needed because the OS installation options selected had to reflect the underlying architecture.
Servers of the same architecture could use the same 0S image even if they were different model
servers. For example, a low-end server such as the Sun Enterprise™ 250 Server would use the same
0S image as the much larger Sun Fire™ 15K server because they were both based on Sun4u
architecture, built on the UltraSPARC® central processing unit.
In addition to architecture type of the target servers, other things to consider in taking the
inventory included:
 Types of hardware interface, storage, and peripherals that are attached to servers
» Other types of system software such as a third-party volume manager that is used on some
servers
e Common infrastructure software modules required (Sun IT could build the required client
modules into the standard OS configuration.)
* 0S components that are not needed on any servers and can therefore be removed from the
master system
 Current required patches

e Minimum required OS disk partition size to utilize standardized OS disk layout

Most of this information was collected in an automated fashion by running Sun™ Explorer Data
Collector on each server and then analyzing the system information contained in the output.
After collecting and analyzing the data about the current server environment, the necessary 0S
requirements were known. The final output of this first stage was a documented configuration for

the new OS, and a list of target server architectures on which it was to be deployed.

Tip = Sun Explorer Data Collector is a data collection and diagnostic tool that is available for

download through the SunSolve Web site at http://sunsolve.sun.com/.

The next step involved creating a master OS image for each architecture type (e.g. Sun4u)

represented in the data center.

Stage 2— Creating a Master Solaris 9 0S Image

Given Sun’s desire to deploy a single common configuration of the OS throughout its data centers,
the first step was to install and configure the OS on a master server. This server would contain the
standard “base” Solaris 9 OS with appropriate packages and patches installed, allowing that same
configuration to then be replicated on other servers.

Based on the inventory of the data center and the documented needs for the OS
configurations, Sun IT selected a master server on which to build the standard OS configuration.
Figure 3-2 shows the steps to configuring this master server and then creating and saving a Solaris
Flash archive image for replication. The first step was simply preparing the hardware system for an
OS installation and configuring the system to meet the minimum requirements for the
installation.

©2003 Sun Microsystems, Inc.



©2003 Sun Microsystems, Inc. Sun’s Strategy and Process P9

Figure 3-2: Creation of a master OS image using
Solaris Flash technology

O suigselect Install Install Additional

Solaris 9 OS
Master Server Base + Patches Base Packages

@ Post-Install Create/Save

Cleanup  [P| Flash Archive

|:| = Manual step
- = Automated step

The installation of the Solaris 9 0S and additional base packages (steps 2 and 3) was an
automated process once Solaris JumpStart™ software profiles were defined, whereas other steps
required the manual effort of a system administrator. The post-install cleanup (step 4) was also a
manual process. In step 4, the system administrator deleted all unwanted OS components and
installed the required patches.

Once the master server was configured, the Solaris 9 0S image could be saved using Solaris
Flash feature of the Solaris 9 OS (step 5) to capture a snapshot image of the complete server
configuration including all installed applications, OS patches, etc. In this instance, the master
server contained no user applications, so the Solaris Flash archive image captured only the desired
configuration of the Solaris 9 0S. Localization of target servers (adding additional Solaris packages
beyond those configured in the master server) could be performed on individual servers after
installing the master Solaris Flash image. The process for installing a Solaris Flash image on a
target server is explained in more detail in the following section.

The end result of stage 2 was a system image that could be quickly and easily replicated on

other servers to deploy a common OS configuration throughout the data center.

Stage 3 — Migrating to the New 0S

In order to complete the migration of 1500 servers in the desired six-month time period, Sun
needed a highly efficient process that used a high degree of automation so that it would also
result in a consistent server architecture. Using the process defined below, Sun was able to reduce
the time required for migrating a server to less than an hour compared to traditional upgrade
times of four to eight hours.

Sun’s migration development team developed automated programs that would allow a
system administrator to complete each of the major steps of the migration process by simply
typing in a single command to initiate the program. All of the default configuration options were
handled within these programs. This helped drive efficiency and speed as well as creating a
consistent OS configuration throughout the data center. The major steps in the migration process
are shown in Figure 3-3. Note that the first three boxes represent steps that are automated,
leaving only two minor steps at the end that required operator interaction to complete the step.

The first step, called pre-migration, would bring the server being migrated up to the
minimum requirements for the Solaris 9 migration process. If the server could not be brought up
to the minimum requirements through software updates, the program would abort the process

and require the administrator to restart the program after resolving the indicated issue.
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The first step for the automated pre-migration process initiated the following actions:

* Verify that current OS level meets requirement (Sun0S 5.6, 5.7, or 5.8)

* Validate minimum requirements for memory and OS disk space per the Solaris 9 Installation
Guide and in-house standards

» Check for installation of required packages and patches for the migration process (e.g. Solaris
Live Upgrade)

* Install packages and patches as necessary

* Break mirror of OS disk (The administrator can bypass this step if another disk is used for the
Solaris 9 OS boot disk.)

« Partition Solaris 9 OS disk to recommended sizes

The second step, called the migration process, involved setting up the Solaris 9 OS disk partition

by installing the Solaris Flash archive image containing the standard OS configuration. Again this

step was automated and could be executed by a single command. It performed the following

functions:

* Create file system and boot environments on target disk partition

* Install pre-built standardized Solaris OS image on alternate boot disk

* Create Solaris 9 OS required mail user

» Create mount points for file systems

* Synchronize alternate boot environment with devices and file system (Solaris Live Upgrade
synchronizes some additional system files when the boot environment is activated and the
server rebooted)

The third step, post-migration cleanup, checked for inconsistencies between the old and the new
boot environment and prepared a validation report so that a system administrator could easily
determine if any additional steps needed to be taken before activating this new boot
environment. The compact size of the validation report made it easy to identify the required
manual actions (step 4).

The final step was to manually activate the alternate boot environment (Solaris 9 0S) and
reboot the server. Solaris Live Upgrade technology allowed the server to continue operating
during the installation process, but this final step required some downtime. However, the

downtime was generally limited to only the time required for the reboot of the server. Because

©2003 Sun Microsystems, Inc.

Figure 3-3: Migrating a server to the Solaris 9 0S
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this step would impact the user community, this final step of the migration needed to be

scheduled in advance so as to minimize the impact to users.

Stage 4— Re-establishing Disk Redundancy and Removing the Fallback Boot Environment

Given that Solaris 9 OS guarantees binary compatibility for applications that run on previous
versions of Solaris, it was decided that it was a reasonable risk to assume that non-mission critical
applications would just work. Sun performed testing on mission-critical applications, and other
applications were simply migrated to the new environment and assumed to work unless a

problem was reported.

Non-Mission-Critical Applications

Applications that were not considered mission-critical, were set up in a dual boot environment as
explained at the beginning of this chapter, allowing the previously installed OS to be quickly and
easily reasserted if necessary. Rather than performing full testing of these applications, Sun IT
simply observed their behavior during the fallback period. The dual boot environment was
considered no longer necessary when all applications on a given server ran without incident for a
fallback period of 15 to 30 days.

One of the biggest obstacles to this approach was convincing users that their applications
would work without full testing. To help overcome this obstacle, the Sun project team kept good
records about application failure rates so that after a small percentage of applications had been
migrated, there was good data to support the project team’s claims that most user applications

would just work on the Solaris 9 0S, and that full testing would be too expensive and unnecessary.

Mission-Critical Applications

Mission-critical applications were tested using their existing test processes. For example, Sun’s
Enterprise Resource Planning (ERP) system had a test configuration in place and had test
procedures that were designed for testing new releases of the ERP software before they would be
put into production. A development configuration was also in use for the development of software
updates or enhancements to the system.

Sun’s process for migrating each of these configurations to the Solaris 9 0S involved
maintaining the development system on the old OS until the third-party software applications
were actually certified for use on the Solaris 9 0S. The existing test configuration would be the
first configuration to use the Solaris 9 OS and would be migrated to a dual boot environment with
the Solaris 9 OS disk established as the active boot disk, and the old OS still available on the
inactive boot disk. This configuration would be run for a period of 15 to 30 days, and if it ran
without incident, the production system would have disk mirroring turned on again to add
redundancy for the Solaris 9 0S disk.

The production configuration would also be maintained in a dual boot environment for a
short period to make sure that it would have a quick fallback environment if a problem were
encountered. After the production configuration had run on the Solaris 9 OS for a period of
15 to 30 days without incident, its disk mirroring would then be turned on again, removing the
ability to immediately fallback to the old OS on the production server.

The process for migrating each of the configurations of a mission-critical application

environment to the Solaris 9 OS is summarized in Table 3-1.
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First 1530  Next 15:30 Steady State After

Existing OS . . Until Software  Certification on
Day Period  Day Period Gets Certified Solaris 9 0S
Development 0ld 0s 0ld 0s 0ld 0s 0ld 0s Solaris 9 0S
System
Test System old 0S Dual boot® Dual boot Dual boot Solaris 9 0S
Production . .
old 0S old 0S Dual boot Solaris 9 0OS Solaris 9 0OS
System

a. In dual boot mode, Solaris 9 0S is the default active 0S. The old OS remains on the inactive boot drive

where it can be quickly converted to the active OS if necessary.
The primary benefit of this approach is that it utilizes the existing processes for testing the
application so that no new test configurations are required. The test configuration also remains
available to be quickly rebooted to the old OS environment even after the production system has
been migrated to the Solaris 9 0S. With this approach, there is a fallback position to reproduce a
production problem on the old OS environment until third-party applications are fully supported
or certified on the Solaris 9 OS.

Program Management and Problem Resolution

A project of this scale requires some forethought on how to manage logistics such as scheduling
servers to be migrated, notifying users of planned outages, responding to user inquiries, and
resolving reported software problems or process errors.

An independent project team was established and given responsibility for program
management and user support during the migration process. The team members were
experienced with Solaris system administration, application development, and database
administration, and they acted as the first line of support for all problems that were reported
during the Solaris 9 migration. They reviewed each submission to ensure all information was
documented in the problem report, and determined if the problem was indeed related to the
Solaris 9 OS migration. The team considered a problem to be related to the Solaris 9 OS migration
if an application that worked under the old OS did not work with the Solaris 9 OS for any reason. If
there was a need to recompile the code or change the environment by editing configuration files
in order to make the application work on the Solaris 9 OS, it was considered to be a Solaris 9
migration problem. This rather broad definition of migration problems meant that the migration
team was responsible for directly resolving most problem reports submitted by users. Existing Sun
processes were leveraged for tracking and managing the problem reports.

Sun's IT Service Management (ITSM) organization became the line of support for all software
escalations that were determined to be Solaris 9 related and not addressable by migration team.
The ITSM team would verify the problem, and then attempt to resolve it. The Sun Services
organization provided a third line of support for problems that could not be resolved by ITSM. If a
problem was determined to be product-related and not previously documented, a Sun Services
representative would also contact Solaris Engineering as another line of support.

The process for managing incidents reported by users is shown in Figure 3-4.

©2003 Sun Microsystems, Inc.

Table 3-1: Migration stages for development, test,
and production configurations of mission-critical
applications
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Figure 3-4: Incident management process for Solaris
migration program
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Documentation and Tools Available for Download

A key element of Sun's Solaris 9 migration strategy was the use of automated tools that would
limit the interaction required by the system administrator. In addition to using Solaris Flash
technology, Sun’s deployment process included the use of automated programs for installation of
the Solaris Flash image, for pre-migration setup, and for post-migration configuration steps. These
automated programs saved a lot of time and resources during the installation process and also
helped ensure consistency in the installations. Installation questions such as default location of

the boot disk were answered the same way for each server unless the system administrator
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installing that server chose to intentionally bypass the default answers in the automated
programs.

The set of automated programs were designed such that each major step could be executed
using a single command to run the master program for that step. Tables 3-2 and 3-3 describe the
major tool sets and the project documentation that have been made available for download at

http://www.sun.com/bigadmin/content/sol9upgrade/.

Table 3-2: Solaris 9 migration toolkit runtime

Component Name

components
Description

Run_S9_migrations_process.sh

Wrapper program which directs invocation and logging of the
three main steps

s9_premigration.sh

Main program for Pre-Migration Validation programs

s9_premigration_prepare.sh

Validate the target system and record values

s9_parfacts.sh

Collect system configuration facts

s9_premigration_install.sh

Install patches and packages

s9_osdisk.sh

Perform disk maintenance (break-mirror, auto-partitioning)

s9_migration.sh

Install new boot environment and configure system files

s9_postmigration.sh

Validate target install disk and install the new boot
environment

s9_mvpkg.sh

Transfer package definition directories between boot
environments

cleanup_to_restart.sh

Restart process from pre-migration step

Other components

Library or include programs and other required data and
configuration files

Document Name

Table 3-3: Solaris 9 migration project
documentation

Description

Solaris 9 Migration Process
Summary

Overview of the Solaris 9 Migration process methodology

Solaris 9 Migration Concepts

A detailed review of the migration process and technologies
as well as functional descriptions of the automated tools used
by Sun IT

Solaris 9 Migration Process
Guide

Detailed step-by-step instructions for executing the Sun IT
Solaris 9 Migration process

FAQ on the Solaris 9 Migration
Process

Answers to frequently asked questions
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Achieving Results

Sun’s program was an overwhelming success. Nearly 1500 servers were migrated to the Solaris 9
0S in less than six months with a total of only 43 defects identified during that time period.
Greater than 99 percent of the applications that were migrated worked without modifications and
no problems were reported that were the result of actual Solaris Application Binary Interface (ABI)
breakage. Not only was the project successful in terms of application compatibility, but it also met
Sun’s goals to perform the migration in a way that delivered maximum business benefit.

Delivering Business Benefits

The business case for Sun’s migration project was justified based on simplifying data center

operations and taking advantage of new technologies in the Solaris 9 OS to improve security,

increase service levels, and reduce the ongoing cost of data center operations. The project was

designed to deliver quick results while maintaining high standards for user service levels and

building an environment that would simplify data center operations. The project delivered three

primary business benefits:

o User applications were largely unaffected — Server downtime was limited to the time required
for a server reboot and very few user applications experienced an incident that related to
running the application on the Solaris 9 OS.

Business risk was minimized — The use of a dual boot environment reduced the risk that an
application failure would result in an extended outage by providing an easy way to revert to the
previous configuration.

 High efficiency helped minimize project cost and schedule — Sun IT was able to reduce the time
required for migrating a server to less than an hour compared to traditional upgrade times of
four to eight hours.
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Minimizing Application Change

All applications that were written to comply with the Solaris ABI worked without incident on the
Solaris 9 OS. There were a total of 43 cases encountered where an incident occurred, such as
finding a software bug or an application environment that required some modification in order to
run on the Solaris 9 0S. More than half of the applications that required modification, required it
for reasons that were documented in advance (22 of the 43 defects). For example, in some cases
users had manually edited their autogenerated ”sendmail.cf” files. These autogenerated files
should never be modified directly, but instead changes should be made in the proper “cf”
directory.

Table 4-1 shows the breakdown of the 43 defects according to five categories.

Table 4-1: Defects Identified in the Solaris 9 0S
Migration Project

Defect Category g:f':: cbtir of Defect Category Description
The application failed due to a documented change in

Documented 1 the Solaris OS such as the need to modify a configuration

Changes file, a change in a utility's behavior, or an EOF removal
from Solaris.

A change in the Solaris OS that was not expected to
affect any applications led to subtle interactions causing

Unexpected M . . .

Impact 21 the a_pphcatmn to fgll. For example, increasing the
Solaris default maximum number of open files per
process induced failures in certain code paths.

The application was not written in a careful manner, but

Improper nevertheless worked on an ea.rlier release of the Sol.aris

Application Code 4 Os. For example, the appllcatlgn may have peen written
with a dependency on something that was likely to
change.

Application failure occurred due to an incorrect upgrade
procedure such as not applying required patches or
updated kernel modules, or neglecting to carry forward
special customizations.

Incorrect
Execution of 6
Upgrade Process

TOTAL 43
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Conclusion

Sun’s successful migration project demonstrates some of the key advantages of the Solaris
Operating System. The sophisticated tools that are integrated into the operating environment,
such as Solaris Flash and Solaris Live Upgrade technologies, can have a dramatic impact on the
cost of operating a data center. Sun’s migration project is also evidence that Sun’s emphasis on
binary compatibility of applications across releases of the Solaris OS has merit. This project
demonstrated that applications that behave well in one release of the Solaris OS can be migrated
to a later release without concern of introducing problems, and without having to do extensive
testing. Hard data was collected, which shows that for Sun IT, more than 99 percent of its
applications would run under the Solaris 9 OS without making any changes to either the server

environment or the application.

For More Information
This white paper is part of Sun’s commitment to make its own internal Solaris 9 adoption tools

more useful to Sun customers. Additional information about these tools and technologies is

available at the Web links listed in Table 5-1.
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Web Site URL

Description

http://www.sun.com/bigadmin/content/sol9upgrade/

Solaris 9 migration project
documentation and tools

http://www.sun.com/solaris

Solaris Operating System

http://wwws.sun.com/software/solaris/liveupgrade/

Solaris Live Upgrade technology

http://wwws.sun.com/software/solaris/webstartflash/

Solaris Flash Technology

©2003 Sun Microsystems, Inc.

Table 5-1: Web links for additional information on
Sun products and service offerings.
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