<|lI!

AIX 5L Version 5.3

Commands Reference, Volume 4, n - r

SC23-4891-04






<|lI!

AIX 5L Version 5.3

Commands Reference, Volume 4, n - r

SC23-4891-04



Note
FBefore using this information and the product it supports, read the information in [Notices,” on page 797]

Fifth Edition (November 2007)

This edition applies to AIX 5L Version 5.3 and to all subsequent releases of this product until otherwise indicated in
new editions.

A reader’s comment form is provided at the back of this publication. If the form has been removed, address
comments to Information Development, Department 04XA-905-6C006, 11501 Burnet Road, Austin, Texas
78758-3493. To send comments electronically, use this commercial Internet address: aix6kpub @ austin.ibm.com. Any
information that you supply may be used without incurring any obligation to you.

© Copyright International Business Machines Corporation 1997, 2007. All rights reserved.
US Government Users Restricted Rights — Use, duplication or disclosure restricted by GSA ADP Schedule Contract
with IBM Corp.




Contents

About This Book

How to Use This Book .
Highlighting .

ISO 9000

32-Bit and 64-Bit Support for the Slngle UNIX SpeC|f|cat|on

Related Information

Alphabetical Listing of Commands.

named Daemon

named8 Daemon .
named9 Daemon .
namerslv Command .
ncheck Command.

nddctl Command .

ndp Command

ndpd-host Daemon .
ndpd-router Daemon

ndx Command

negn Command .
netpmon Command.
netstat Command
newaliases Command.
newform Command.
newgrp Command .
newkey Command .

news Command .

next Command

nfs.clean Command

nfs4cl Command.
nfs4smctl Command

nfsd Daemon .

nfshostkey Command
nfshostmap Command
nfso Command

nfsrgyd daemon .

nfsstat Command

nice Command

nim Command .
nim_clients_setup Command .
nim_master_recover Command
nim_master_setup Command .
nim_move_up Command.
nim_update_all Command .
nimadapters Command .
nimadm Command
nimclient Command .
nimconfig Command .
nimdef Command .

niminit Command .

niminv Command .
nimol_backup Command
nimol_config Command.
nimol_install Command .

© Copyright IBM Corp. 1997, 2007

Y
. Xi
. Xi

. Xiv
. Xiv
. Xiv



nimol_lIslpp Command .
nimol_update Command
nimquery Command .
nis_cachemgr Daemon .
nisaddcred Command
nisaddent Command .
niscat Command .
nischgrp Command
nischmod Command .
nischown Command .
nischttl Command .
nisclient Command
nisdefaults Command
niserror Command
nisgrep Command.
nisgrpadm Command
nisinit Command

nisin Command.

nislog Command .

nisls Command.
nismatch Command .
nismkdir Command
nismkuser Command.
nisping Command .
nispopulate Command .
nisrm Command
nisrmdir Command
nisrmuser Command .
nisserver Command .
nissetup Command

nisshowcache Command .

nisstat Command .
nistboladm Command .
nistest Command .
nistoldif Command
nisupdkeys Command .
nl Command.

nissrc Command .
nm Command

no Command

nohup Command .
notifyevent Command
nrglbd Daemon .

nroff Command .
nslookup Command .
nsupdate Command .
nsupdate4 Command
nsupdate8 Command
nsupdate9 Command
ntpdate Command.
ntpg Command .
ntptrace Command
ntsc Command .
nulladm Command
number Command

od Command

iV AIX 5L Version 5.3 Commands Reference, Volume 4

. 144
. 145
. 146
. 147
. 148
. 151
. 155
. 156
. 157
. 159
. 160
. 162
. 165
. 167
. 167
. 168
. 169
. 172
. 172
. 173
. 174
. 175
. 178
. 180
. 181
. 184
. 185
. 186
. 187
. 188
. 189
. 190
. 191
. 195
. 196
. 198
. 199
. 202
. 204
. 206
. 252
. 254
. 256
. 256
. 259
. 265
. 266
. 268
. 270
. 273
. 274
. 279
. 280
. 281
. 282
. 283



odmadd Command

odmchange Command .

odmcreate Command
odmdelete Command
odmdrop Command .
odmget Command.
odmshow Command .
on Command
OS_install Command.
oslevel Command .

ospf_monitor Command

pac Command .
pack Command.
packf Command
pagdel Command .
pagesize Command .
paginit Command .
paglist Command .
panel20 Command
passwd Command.
paste Command
patch Command
pathchk Command
pax Command .

pcat Command .
pdelay Command .
pdisable Command
penable Command
perfwb Command .
pg Command

phold Command

pic Command

pick Command .

ping Command . .
pioattred Command .
piobe Command
pioburst Command
piocnvt Command. .
piodigest Command .
piodmgr Command .
piofontin Command .
pioformat Command .
piofquote Command .
piolsvp Command .
piomgpdev Command
piomkapgd Command
piomkpq Command .
piomsg Command.
pioout Command .
piopredef Command .
pkgadd Command.
pkgask Command .
pkgchk Command .
pkginfo Command.
pkgmk Command .
pkgparam Command.

. 287
. 289
. 289
. 292
. 293
. 293
. 294
. 295
. 296
. 299
. 300
. 303
. 304
. 306
. 308
. 308
. 309
. 310
. 311
. 311
. 314
. 316
. 321
. 322
. 335
. 336
. 337
. 338
. 339
. 340
. 342
. 343
. 349
. 352
. 357
. 358
. 360
. 362
. 363
. 364
. 365
. 366
. 368
. 369
. 372
. 373
. 375
. 377
. 378
. 380
. 381
. 384
. 386
. 387
. 389
. 391

Contents

\'}



pkgproto Command .
pkgrm Command .
pkgtrans Command .

platform_dump Command .

plotgbe Command.
plotlbe Command .
pmcycles Command .
pmlist Command .
pmtu Command
pop3d Daemon.
pop3ds Daemon
portmap Daemon .
portmir Command .
post Command .
pppattachd Daemon .
pppcontrold Daemon .
pppdial Command.
pppstat Command.
pprof Command

pr Command.

prctmp Command .
prdaily Command .

preparevsd Command .
preprpnode Command .

prev Command .
printenv Command
printf Command
proccred Command .
procfiles Command
procflags Command .
procldd Command.
procmap Command .
procrun Command
procsig Command.
procstack Command .
procstop Command .
proctree Command
procwait Command
procwdx Command
prof Command .

proff Command.
projctl Command .
prompter Command .
proto Command
proxymngr Command

prs Command (SCCS)

prtacct Command .
prtconf Command .
ps Command

ps4014 Command.
ps630 Command .

psc or psdit Command .

pshare Command .
psplot Command .
psrev Command
psroff Command

Vi  AIX 5L Version 5.3 Commands Reference, Volume 4

. 392
. 394
. 396
. 397
. 399
. 400
. 401
. 402
. 403
. 405
. 406
. 407
. 408
. 410
. 411
. 414
. 419
. 420
. 422
. 423
. 426
. 426
. 427
. 428
. 431
. 432
. 433
. 436
. 437
. 439
. 440
. 441
. 442
. 443
. 445
. 446
. 447
. 448
. 449
. 450
. 452
. 453
. 461
. 462
. 463
. 465
. 468
. 470
. 473
. 493
. 495
. 496
. 499
. 500
. 501
. 501



pstart Command
pstat Command

ptx Command
pwchange Command.
pwck Command

pwd Command .
pwdadm Command
pwdck Command .
pwtokey Command
pxed Command
gadm Command
gcan Command

gchk Command.
gqdaemon Command .
ghld Command .
gmov Command
gosadd Command.
goslist Command .
gosmod Command
gosremove Command
gosstat Command.
gpri Command .

gprt Command .
gstatus Command.
quiz Command .

quot Command .
guota Command
quotacheck Command .

quotaon or quotaoff Command .

raddbom Command
ranlib Command

raso Command .
ras_logger Command
rc Command. .
rc.mobip6 Command.
rc.powerfail Command .
rcp Command .
rcvdist Command .
rcvpack Command
rcvstore Command
rcvity Command

rdist Command .
rdistd Command
rdump Command .
read Command.
readlvcopy Command
reboot or fastboot Command .
recreatevg Command
recsh Command
redefinevg Command
reducevg Command .
refer Command.

refile Command
refresh Command .
refrsrc Command .
refsensor Command .

Contents

. 504
. 505
. 506
. 507
. 510
. 510
. 511
. 513
. 516
. 519
. 520
. 521
. 523
. 524
. 525
. 527
. 528
. 529
. 530
. 531
. 532
. 534
. 535
. 543
. 545
. 546
. 548
. 549
. 551
. 552
. 555
. 556
. 563
. 565
. 565
. 566
. 568
. 572
. 573
. 574
. 575
. 576
. 589
. 590
. 592
. 594
. 594
. 596
. 597
. 598
. 599
. 600
. 602
. 604
. 605
. 607

Vii



regcmp Command.
rembak Command.
remove Command.
removevsd Command
renice Command .
reorgvg Command
repl Command .
replacepv Command .
repquota Command .
reset Command
resize Command .

restart-secldapcintd Command .

restbase Command .
restore Command .
restorevgfiles Command
restvg Command .
resumevsd Command
rev Command .
revnetgroup Command .
rexd Daemon

rexec Command

rexecd Daemon

rgb Command .
ripquery Command

rksh Command .

rlogin Command

rlogind Daemon

rm Command ..
rm_niscachemgr Command
rm_nisd Daemon .
rm_nispasswdd Daemon
rmail Command
rmaudrec Command . .
rmC2admin Command .
rmCCadmin Command .
rmcctrl Command .
rmcifscred Command
rmcifsmnt Command .
rmclass Command
rmcomg Command .
rmcondition Command .
rmcondresp Command .
rmcosi Command .
rmdel Command

rmdev Command .
rmdir Command

rmf Command .

rmfilt Command

rmfs Command .
rmgroup Command
rmiscsi Command .
rmitab Command .
rmkeyserv Command
rmlpcmd Command .
rmlv Command .
rmlvcopy Command .

Viil  AIX 5L Version 5.3 Commands Reference, Volume 4

. 610
. 611
. 613
. 614
. 615
. 616
. 618
. 621
. 622
. 623
. 625
. 626
. 627
. 628
. 637
. 638
. 640
. 641
. 642
. 643
. 643
. 645
. 646
. 647
. 648
. 651
. 653
. 655
. 658
. 659
. 660
. 661
. 662
. 666
. 667
. 668
. 670
. 671
. 672
. 673
. 675
. 678
. 681
. 682
. 683
. 685
. 686
. 687
. 688
. 689
. 691
. 692
. 692
. 694
. 696
. 697



rmm Command.
rmnamsv Command .
rmnfs Command
rmnfsexp Command .
rmnfsmnt Command .
rmnfsproxy Command
rmnotify Command
rmpath Command .
rmprtsv Command.
rmps Command

rmgos Command .
rmque Command .
rmquedev Command.
rmramdisk Command
rmresponse Command .
rmrole Command .
rmrpdomain Command .
rmrpnode Command .
rmrset Command .
rmrsrc Command .
rmsensor Command .
rmserver Command .
rmsock Command.
rmss Command

rmssys Command .

rmt Command .
rmtcpip Command.

rmts Command .

rmtun Command
rmuser Command .
rmvfs Command
rmvirprt Command

rmyp Command

rndc Command . .
rndc-confgen Command
roffbib Command .
rollback Command

route Command

routed Daemon.
rpc.nisd Daemon .
rpc.nispasswdd Daemon
rpc.pcnfsd Daemon
rpcgen Command .
rpcinfo Command .
rrestore Command

Rsh Command . .
rsh or remsh Command.
rshd Daemon

rstatd Daemon .
rtl_enable Command.
runacct Command.
runact Command .
runcat Command .
runlpcmd Command .
rup Command .
ruptime Command.

. 698
. 700
. 701
. 701
. 702
. 703
. 704
. 705
. 707
. 708
. 709
. 709
. 710
. 712
. 712
. 715
. 716
. 718
. 720
. 721
. 725
. 727
. 727
. 728
. 732
. 733
. 734
. 735
. 736
. 736
. 738
. 739
. 740
.74
. 742
. 743
. 743
. 744
. 749
. 753
. 754
. 755
. 757
. 759
. 761
. 764
. 765
. 769
. 771
. 772
. 773
. 776
. 780
. 781
. 784
. 785

Contents

ix



ruser Command
rusers Command .
rusersd Daemon
rvsdrestrict Command
rwall Command.
rwalld Daemon .
rwho Command
rwhod Daemon .

Appendix. Notices .
Trademarks .

Index

X  AIX 5L Version 5.3 Commands Reference, Volume 4

. 786
. 787
. 789
. 789
. 791
. 792
. 792
. 793

. 797
. 798

. 801



About This Book

This book provides end users with complete detailed information about commands for the AIX operating
system. The commands are listed alphabetically and by category, and complete descriptions are given for
commands and their available flags. If applicable, each command listing contains examples. This volume
contains AIX commands that begin with the letters n through r. This publication is also available on the
documentation CD that is shipped with the operating system.

How to Use This Book

A command is a request to perform an operation or run a program. You use commands to tell the
operating system what task you want it to perform. When commands are entered, they are deciphered by
a command interpreter (also known as a shell) and that task is processed.

Some commands can be entered simply by typing one word. It is also possible to combine commands so
that the output from one command becomes the input for another command. This is known as pipelining.

Flags further define the actions of commands. A flag is a modifier used with the command name on the
command line, usually preceded by a dash.

Commands can also be grouped together and stored in a file. These are known as shell procedures or
shell scripts. Instead of executing the commands individually, you execute the file that contains the

commands.

Some commands can be constructed using Web-based System Manager applications or the System
Management Interface Tool (SMIT).

Highlighting

The following highlighting conventions are used in this book:

Bold Identifies commands, subroutines, keywords, files, structures, directories, and other items whose
names are predefined by the system. Also identifies graphical objects such as buttons, labels, and
icons that the user selects.

Italics Identifies parameters whose actual names or values are to be supplied by the user.

Monospace

Identifies examples of specific data values, examples of text similar to what you might see

displayed, examples of portions of program code similar to what you might write as a programmer,
messages from the system, or information you should actually type.

Format

Each command may include any of the following sections:

Purpose A description of the major function of each command.

Syntax A syntax statement showing command line options.

Description A discussion of the command describing in detail its function and use.

Flags A list of command line flags and associated variables with an explanation of
how the flags modify the action of the command.

Parameters A list of command line parameters and their descriptions.

Subcommands A list of subcommands (for interactive commands) that explains their use.

Exit Status A description of the exit values the command returns.

Security Specifies any permissions needed to run the command.

Examples Specific examples of how you can use the command.

Files A list of files used by the command.

Related Information

© Copyright IBM Corp. 1997, 2007
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Reading Syntax Statements

Syntax statements are a way to represent command syntax and consist of symbols such as brackets ([ ]),
braces ({ }), and vertical bars (I). The following is a sample of a syntax statement for the unget command:

unget [ -rSID][-s][-n] File ...

The following conventions are used in the command syntax statements:

* Items that must be entered literally on the command line are in bold. These items include the command
name, flags, and literal charactors.

* ltems representing variables that must be replaced by a name are in jtalics. These items include
parameters that follow flags and parameters that the command reads, such as Files and Directories.

» Parameters enclosed in brackets are optional.
» Parameters enclosed in braces are required.
» Parameters not enclosed in either brackets or braces are required.

» A vertical bar signifies that you choose only one parameter. For example, [ a | b ] indicates that you can
choose a, b, or nothing. Similarly, { a | b } indicates that you must choose either a or b.

» Ellipses ( ... ) signify the parameter can be repeated on the command line.
* The dash ( - ) represents standard input.

Listing of Installable Software Packages

To list the installable software package (fileset) of an individual command use the Islpp command with the
-w flag. For example, to list the fileset that owns the installp command, enter:

1slpp -w /usr/shin/installp

Output similar to the following displays:
File Fileset Type

/usr/sbin/installp bos.rte.install File

To list the fileset that owns all file names that contain installp, enter:
Islpp -w "*installp*"

Output similar to the following displays:

File Fileset Type
/usr/sbin/installp bos.rte.install File
/usr/clvm/sbhin/Tinstallpv prpg.clvm File
/usr/1pp/bos.sysmgt/nim/methods/c_installp

bos.sysmgt.nim.client File

Running Commands in the Background

If you are going to run a command that takes a long time to process, you can specify that the command
run in the background. Background processing is a useful way to run programs that process slowly. To run
a command in the background, you use the & operator at the end of the command:

Commandé&

Once the process is running in the background, you can continue to work and enter other commands on
your system.
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At times, you might want to run a command at a specified time or on a specific date. Using the cron
daemon, you can schedule commands to run automatically. Or, using the at and batch commands, you
can run commands at a later time or when the system load level permits.

Entering Commands

You typically enter commands following the shell prompt on the command line. The shell prompt can vary.
In the following examples, $ is the prompt.

To display a list of the contents of your current directory, you would type 1s and press the Enter key:
$ 1s

When you enter a command and it is running, the operating system does not display the shell prompt.
When the command completes its action, the system displays the prompt again. This indicates that you
can enter another command.

The general format for entering commands is:
Command Flag(s) Parameter

The flag alters the way a command works. Many commands have several flags. For example, if you type
the -I (long) flag following the Is command, the system provides additional information about the contents
of the current directory. The following example shows how to use the -l flag with the Is command:

$ 1s -1

A parameter consists of a string of characters that follows a command or a flag. It specifies data, such as
the name of a file or directory, or values. In the following example, the directory named /usr/bin is a
parameter:

$ 1s -1 /usr/bin

When entering commands, it is important to remember the following:
» Commands are usually entered in lowercase.
* Flags are usually prefixed with a - (minus sign).

* More than one command can be typed on the command line if the commands are separated by a ;
(semicolon).

* Long sequences of commands can be continued on the next line by using the \ (backslash). The
backslash is placed at the end of the first line. The following example shows the placement of the
backslash:

§ cat /usr/ust/mydir/mydata > \
/usr/usts/yourdir/yourdata

When certain commands are entered, the shell prompt changes. Because some commands are actually
programs (such as the telnet command), the prompt changes when you are operating within the
command. Any command that you issue within a program is known as a subcommand. When you exit the
program, the prompt returns to your shell prompt.

The operating system can operate with different shells (for example, Bourne, C, or Korn) and the
commands that you enter are interpreted by the shell. Therefore, you must know what shell you are using
so that you can enter the commands in the correct format.

Stopping Commands

If you enter a command and then decide to stop that command from running, you can halt the command
from processing any further. To stop a command from processing, press the Interrupt key sequence
(usually Ctrl-C or Alt-Pause). When the process is stopped, your shell prompt returns and you can then
enter another command.

About This Book  Xiil



ISO 9000

ISO 9000 registered quality systems were used in the development and manufacturing of this product.

32-Bit and 64-Bit Support for the Single UNIX Specification

Beginning with Version 5.2, the operating system is designed to support The Open Group’s Single UNIX
Specification Version 3 (UNIX 03) for portability of UNIX-based operating systems. Many new interfaces,
and some current ones, have been added or enhanced to meet this specification, making Version 5.2 even
more open and portable for applications, while remaining compatible with previous releases of AlX.

To determine the proper way to develop a UNIX 03-portable application, you may need to refer to The
Open Group’s UNIX 03 specification, which can be accessed online or downloaded from
http://www.unix.org/ .

Related Information

The following books contain information about or related to commands:

* |AIX 5L Version 5.3 Commands Reference, Volume 1|

[AIX 5L Version 5.3 Commands Reference, Volume 2

[AIX 5L Version 5.3 Commands Reference, Volume 3

[AIX 5L Version 5.3 Commands Reference, Volume 4

[AIX 5L Version 5.3 Commands Reference, Volume 5

|[AIX 5L Version 5.3 Commands Reference, Volume §

[AIX 5L Version 5.3 Files Referencel

« |Printers and printing|

[Installation and migration

[AIX 5L Version 5.3 AIX Installation in a Partitioned Environment

[AIX 5L Version 5.3 Network Information Services (NIS and NIS+) Guide

* |Performance management

[AIX 5L Version 5.3 Performance Tools Guide and Reference

 |Securit

[Operating system and device management

[Networks and communication management

[AIX 5L Version 5.3 Technical Reference: Base Operating System and Extensions Volume 1|
[AIX 5L Version 5.3 Technical Reference: Base Operating System and Extensions Volume 3
[AIX 5L Version 5.3 Technical Reference: Communications Volume 1|

[AIX 5L Version 5.3 Technical Reference: Communications Volume 2

[AIX 5L Version 5.3 Technical Reference: Kernel and Subsystems Volume 1|
[AIX 5L Version 5.3 Technical Reference: Kernel and Subsystems Volume 2
[AIX 5L Version 5.3 Web-based System Manager Administration Guide|

« |Performance Toolbox Version 2 and 3 for AIX: Guide and Reference]
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Alphabetical Listing of Commands

named Daemon

Purpose

Provides the server function for the Domain Name Protocol.

Syntax
Refer to the syntax for either the or the daemon.

Description

AIX supports three versions of BIND: 4, 8, and 9. By default, named links to nsupdate to nsupdate4,
named-xfer to named-xfer4. To use a different version of named, you must relink the symbolic links
accordingly for the named and named-xfer daemons.

For example, to use named8:

In -fs /usr/shin/named8 /usr/sbin/named
In -fs /usr/sbin/named8-xfer /usr/sbin/named-xfer

nsupdate4 can be used with hamed8, but nsupdate9 must be used with named9 because the security
process is different. It does not matter what named-xfer is linked to when using nhamed9 because the

daemon does not use it.

Files

lusr/sbin/named
lusr/sbin/named8
lusr/sbin/named9
/etc/resolv.conf

letc/named.pid

etc/service

lusr/samples/tcpip/named.boot
lusr/samples/tcpip/named.data
lusr/samples/tcpip/hosts.awk

lusr/samples/tcpip/addrs.awk

lusr/samples/tcpip/named.dynamic

Related Information

Contains the named daemon.

Contains the named8 daemon.

Contains the named9 daemon.

Specifies the use of domain name services.

Initializes daemons at each system restart.

Stores process IDs.

Defines socket service assignments.

Contains the sample named.boot file with directions for its use.
Contains the sample DOMAIN data file with directions for its use.
Contains the sample awk script for converting an file to an
letc/named.data file. This file also contains directions for its use.
Contains the sample awk script for converting an file to an
letc/named.rev file. This file also contains directions for its use.
Contains a dynamic database setup.

The command, command, command.

The jnamed8| and [named9| daemons.

The [named.conf file format, [DOMAIN Cache]file format, [DOMAIN Data| file format, DOMAIN Reverse]

|Data| file format, DOMAIN Local Data| file format, |reso|v.conf| file format.

[Name server resolution| and [Planning for DOMAIN name resolution|in Networks and communication

management.
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named8 Daemon

Purpose
Provides the server function for the Domain Name Protocol.

Syntax

Jusr/sbin/named8 [ [-d| DebugLevel ] [El PortNumber ] [E ConfFile ] [@ WorkingDirectory | [E
RootDirectory 1 [fal1 [}r1[[]]

Description

The /usr/sbin/named8 daemon is the server for the Domain Name Protocol (DOMAIN). The hamed8
daemon runs on name server hosts and controls the domain-name resolution function.

Selection of which name server daemon to use is controlled by the /usr/sbin/named and
/usr/sbin/named-xfer symbolic links.

Note: The named8 daemon can be controlled using the System Resource Controller (SRC) or the
System Management Interface Tool (SMIT). Use the re.tepip file to start the daemon with each
system startup.

The named8 daemon listens for name-server requests generated by resolver routines running on foreign
hosts. The daemon listens to the socket defined in the /etc/services file; the entry in the /etc/services file
begins with domain. However, this socket assignment can be overridden using the -p flag on the command
line.

Note: The /etc/resolv.conf file tells the local kernel and resolver routines to use the DOMAIN protocol.
The /etc/resolv.conf file must exist and contain either the local host’s address or the loopback
address (127.0.0.1) to use the named8 daemon on the DOMAIN name server host. If the
letc/resolv.conf file does not exist, the local kernel and resolver routines use the /etc/hosts
database. When this occurs, the named8 daemon does not function properly.

Manipulating the named8 Daemon with the System Resource Controller
The named8 daemon is a subsystem controlled by the System Resource Controller (SRC). The named8

daemon is a member of the tepip system group. This daemon is disabled by default and can be
manipulated by the following SRC commands:

startsrc Starts a subsystem, group of subsystems,or a subserver.

stopsrc Stops a subsystem, group of subsystems, or a subserver.

refresh Causes the named8 daemon to reread the /etc/named.conf file. Depending on
the contents of the file, the refresh command may or may not reload the listed
databases.

traceson Enables tracing of a subsystem, group of subsystems, or a subserver.

tracesoff Disables tracing of a subsystem, group of subsystems, or a subserver.

Issrc Gets the status of a subsystem, group of subsystems, or a subserver.

Flags

-b | -cConfFile Specifies an alternate configuration file.

-dDebuglevel Provides a debugging option. The -d flag causes the named8 daemon to write

debugging information to a file named by default /var/tmp/named.run. The
DebuglLevel variable determines the level of messages printed, with valid levels from
1 to 11, where level 11 supplies the most information.
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-pPortNumber Reassigns the Internet socket where the named8 daemon listens for DOMAIN

requests. If this variable is not specified, the named8 daemon listens to the socket
defined in the /etc/services file; the entry in the /etc/services file begins with domain.

-w WorkingDirectory Changes the working directory of the named8 daemon. This option can be specified

or overridden by the "directory” configuration option.

-tRootDirectory Specifies a directory to be the new root directory for the named8 daemon using the

chroot command.

-q Enables logging of all name service queries.

-r Disables the server’s ability to recurse and resolve queries outside of the server’s
local databases.

-f Indicates to run the name server daemon in the foreground rather than becoming a
background job.

Signals

The following signals have the specified effect when sent to the named8 daemon process using the Kkill

command:

SIGHUP The named8 daemon rereads the /etc/named.conffile. Depending on the contents of
the file, the SIGHUP signal may or may not reload the listed databases.

SIGILL Dumps statistics data into named.stats. Statistics data is appended to the file.

SIGINT The named8 daemon dumps the current database to a file named
/var/tmp/named_dump.db.
In the dump file, names with the label name error indicate negative cache entries.
This happens when a server responds that the specified domain name does not exist.
Names labeled as data error also indicate negative cache entries. This happens
when a server responds that there are no records of the specified type for the (valid)
domain name.

SIGUSR1 The named8 daemon turns on debugging; each subsequent SIGUSR1 signal
increments the debugging level. The debugging information is written to the
Ivar/tmp/named.run file.

SIGUSR2 The named8 daemon turns off debugging.

Examples

1.

To start the named8 daemon normally, enter the following:
startsrc -s named

This command starts the daemon. You can use this command in the rc.tcpip file or on the command
line. The -s flag specifies that the subsystem that follows is to be started. The process ID of the
named8 daemon is stored in the /etc/named.pid file upon startup.

To stop the named8 daemon normally, enter:
stopsrc -s named

This command stops the daemon. The -s flag specifies that the subsystem that follows is to be
stopped.

To get short status from the named8 daemon, enter:
1ssrc -s named

This command returns the name of the daemon, the process ID of the daemon, and the state of the
daemon (active or inactive).

To enable debugging for the named8 daemon, enter:
traceson -s named

OR
ki1l -30 “cat /etc/named.pid”
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The named8 daemon turns on debugging in response to either of these commands; each subsequent
command increments the debugging level. The debugging information is written to the

Ivar/tmp/named.run file.

5. To turn off debugging for the named8 daemon, enter:

tracesoff

OR

ki1l -31 “cat /etc/named.pid”

Either of these commands immediately turns off all debugging.
6. To start the named8 daemon at the highest debugging level using the startsrc command, enter the

following:
startsrc -s named -a -d11

This command writes debugging messages to the /var/tmp/named.run file.

Files

/usr/sbin/named8
/usr/sbin/named8-xfer

/etc/named.conf

letc/resolv.conf

letc/rc.tcpip

/etc/named.pid

letc/services
lusr/samples/tcpip/named.conf
lusr/samples/tcpip/named.data
lusr/samples/tcpip/hosts.awk

lusr/samples/tcpip/addrs.awk

Related Information

Contains the named8 daemon.

Provides the functionality of the slave name server’s inbound zone
transfer.

Specifies the configuration of the named8 daemon including some
basic behaviors, logging options, and locations of the local databases.
Specifies the use of domain name services.

Initializes daemons at each system restart.

Stores process ID.

Defines socket service assignments.

Contains the sample named.conf file with directions for its use.
Contains the sample DOMAIN data file with directions for its use.
Contains the sample awk script for converting an /etc/hosts file to an
letc/named.data file. This file also contains directions for its use.
Contains the sample awk script for converting an /etc/hosts file to an
letc/named.rev file. This file also contains directions for its use.

The command, [traceroute| command, kill| command, command.

The [named.conf file format, [DOMAIN Cachéfile format, [DOMAIN Datal file format, DOMAIN Reverse]

[Data| file format, DOMAIN Local Data|file format, [resolv.conf] file format.

[TCP/IP name resolution| and [TCP/IP daemons|in Networks and communication management.

[Name server resolution| and [Planning for DOMAIN name resolution|in Networks and communication

management.

named9 Daemon

Purpose
Internet domain name server.

Syntax

named9 [ [-c| config-file | [ |d| debug-level 1 [[]1[[Fg|1 [Fn] #cpus 1 [Fp| port 1 1Fs]1 1FV]1 [[X cache-file |
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Description

named9 is a Domain Name System (DNS) server, part of the BIND 9 distribution from ISC. For more
information on the DNS, see RFCs 1033, 1034, and 1035. When invoked without arguments, named will
read the default configuration file /etc/named.conf, read any initial data, and listen for queries.

You can use the dhcpremove8 and dhcpaction8 scripts with nsupdate to perform a dynamic update to
named9. To do this, perform the following steps:

* Relink nsupdate to nsupdate9:
In -fs /usr/sbhin/nsupdate9 /usr/sbhin/nsupdate
* Make the following change to the dhcpaction8 and dhcpremove8 scripts:
Change the following line:
/usr/sbin/nsupdate8 > /dev/null 2>&1
to the following:
/usr/sbin/nsupdate > /dev/null 2>&1

Flags

-cconfig-file Use config-file as the configuration file instead of the default, /etc/named.conf. To
ensure that reloading the configuration file continues to work after the server has
changed its working directory due to to a possible directory option in the
configuration file, config-file should be an absolute pathname.

-ddebug-level Set the daemon’s debug level to debug-level. Debugging traces from named
become more verbose as the debug level increases.

-f Run the server in the foreground (i.e. do not daemonize).

-g Run the server in the foreground and force all logging to stderr.

-n #cpus Create #cpus worker threads to take advantage of multiple CPUs. If not specified,
named will try to determine the number of CPUs present and create one thread
per CPU. If it is unable to determine the number of CPUs, a single worker thread
will be created.

-pport Listen for queries on port port. If not specified, the default is port 53.

-S Write memory usage statistics to stdout on exit.

Note: This option is mainly of interest to BIND 9 developers and may be
removed or changed in a future release.

-V Report the version number and exit.

-X cache-file Load data from cache-file into the cache of the default view.

Attention: This option must not be used. It is only of interest to BIND 9
developers.

Signals

In routine operation, signals should not be used to control the nameserver; rndc should be used instead.

SIGHUP Forces a reload of the server.

SIGINT, SIGTERM Shut down the server.

The result of sending any other signals to the server is undefined.

Configuration

A complete description of the named9 configuration file is provided in the BIND 9 Administrator Reference
Manual.
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Files

lusr/sbin/named9 Contains the named9 daemon.
letc/named.conf The default configuration file.
/etc/named.pid The default process-id file.

Related Information
The daemon.

The file format,
RFC 1033, RFC 1034, RFC 1035, rndc(8), and Ilwresd(8).

The BIND 9 Administrator Reference Manual.

namerslv Command

Purpose

Directly manipulates domain name server entries for local resolver routines in the system configuration
database.

Syntax

To Add a Name Server Entry
namerslv Eal { E| IPAddress | |-D| DomainNamel |§| SearchlList}

To Delete a Name Server Entry

namerslv [-d| { Fi| /PAddress | Fn] 1 FI}

To Delete All Name Server Entries

namerslv@[ El]

To Change a Name Server Entry
namerslv DomainName

To Display a Name Server Entry

namersivs|[ HIFn | F] 11 4]

To Create the Configuration Database File
namerslv[ E| IPAddress [ DomainName ] [ |§|SearchList 11

To Rename the Configuration Database File
namerslvEl FileName

To Move the Configuration Database File to Prevent Name Server Use
namerslvEeI

To Import a File into the Configuration Database File
namerslv FileName

To Change a Search List Entry
namerslv Search List
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Description

The namerslv low-level command adds or deletes domain name server entries for local resolver routines
in the sistem configuration database. By default, the system configuration database is contained in the

letciresolv.conf] file.

To use a name server, do one of the following:
» Specify a file name to use as the system configuration database.
» Specify an Internet Protocol address and, optionally, a domain name.

The namerslv command can show one or all domain name server entries in the system configuration
database. The namerslv command can also rename the /etc/resolv.conf file so that it stops using a
name server.

There are three types of domain name server entries:

* A domain entry identifying the name of the local Internet domain.

* A name server entry that identifies the Internet address of a domain name server for the local domain.
The address must be in dotted decimal format.

» A search list entry that lists all the domains to search when resolving hostnames. This is a space
delimited list.

One domain entry and a maximum of three name server entries can exist in the system configuration
database. The MAXNS global variable in the /usr/include/resolv.h file defines the maximum number of
name servers. One search entry can exist.

You can use the Web-based System Manager Network application (wsm network fast path) to run this
command. You could also use the System Management Interface Tool (SMIT) smit namerslv fast path to
run this command.

Flags

-a Adds an entry to the system configuration database. The -a flag must be used with either
the [ or [-D] flag.

-B FileName Restores the /etc/resolv.conf file from the file specified by the FileName variable.

-b Creates the system configuration database, using the /etc/resolv.conf.sv file. If the
/etc/resolv.conf.sv file does not exist, an error is returned.

Note: The /etc/resolv.conf.sv file is not shipped with the system. You have to create the
file before the -b flag will work.

-C Changes the search list in the /etc/resolv.conf file.

-¢ DomainName Changes the domain name in the system configuration database.

-D Indicates that the command deals with the domain name entry.

-d Deletes an entry in the system configuration database. It must be used with theEl
IPAddress flag or theE]flag. The -i flag deletes a name server entry. The -n flag deletes
the domain name entry.

-E FileName Renames the system configuration database file, so you can stop using a name server. The
/etc file is moved to the file specified by the FileName variable.

-e Moves the /etc/resolv.conf file to the /etc/resolv.conf.sv file, preventing use of a name
server.

-l (Uppercase i) Specifies that the -s flag or -X flag should print all name server entries.

-i IPAddress Indicates that the command deals with a name server entry. Use dotted decimal format for
the given IP address.

-l (Lowercase L) Specifies that the operation is on the search list. Use this flag with the -d
and -s flag.

-n Specifies that the operation is on the domain name. Use this flag with the -d flag and the -s
flag.

-S SearchlList Changes the search list in the system configuration database.
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-S Shows all domain and name server entries in the configuration system database. If you use
theElfIag, the namerslv command shows all name server entries. If you use the|-n|flag,
the namerslv command shows the domain name entry found in the database.

-X Deletes all entries in the database. Use the -l flag with this flag to delete all name server
entries.
-Z Generates the output of the query in colon format. This flag is used when the namersiv

command is called from the SMIT usability interface.

Examples

1. To add a domain entry with a domain name of abc.aus.century.com, type:

namerslyv abc.aus.century.com
2. To change the abc.aus.century.com domain entry to the domain name xyz.aus.century.com, type:

namerslv xyz.aus.century.com
3. To add a name server entry with IP address 192.9.201.1, type:

namers1v 192.9.201.1

4. To show all system configuration database entries related to domain name server information used by
local resolver routines, type:

namerslv

The output is given in the following format:

domain xyz.aus.century.com
name server 192.9.201.1

5. To rename the /etc/resolv.conf file to stop using the name server and specify the new file name,
/etc/resolv.back, type:

namerslv /etc/resolv.back

Files

lusr/sbin/namerslv Contains the namerslv command.
letcfresolv.conf] Contains the default system configuration database.
letc/resolv.conf.sv Contains the old system configuration database.

Related Information

The [chnamsv] command, [lsnamsv] command, [mknamsyv| command, command,
command, ﬂraceroutgl command.

[Naming| and [TCP/IP daemons|in Networks and communication management.

For information on installing the Web-based System Manager, see [Chapter 2: Installation and System|
in AIX 5L Version 5.3 Web-based System Manager Administration Guide.

ncheck Command

Purpose
Generates path names from i-node numbers.
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Syntax
ncheck [ [ [ Fal 1 [ F] inNumber ... 111 [ | 11[ FileSystem ]

Description

The ncheck command displays the i-node number and path names for filesystem files. It uses question
marks (??) displayed in the path to indicate a component that could not be found. Path names displayed
with ... (ellipses) at the beginning indicate either a loop or a path name of greater than 10 entries. The
ncheck command uses a simple hashing alogrithm to reconstruct the path names that it displays.
Because of this, it is restricted to filesystems with less than 50,000 directory entries.

Flags

-a Lists the . (dot) and .. (dot dot) file names.

-i InNumber Lists only the file or files specified by the InNumber parameter.

-s Lists only special files and files with set-user-ID mode.

Examples

1. To list the i-node number and path name of each file in the default file systems, enter:
ncheck

2. To list all the files in a specified file system, enter:
ncheck /

This lists the i-node number and path name of each file in the / (root) file system, including the .(dot)
and .. (dot dot) entries in each directory.

3. To list the name of a file when you know its i-node number, enter:
ncheck [-i] 696 357 280 /tmp

This lists the i-node number and path name for every file in the /tmp file system with i-node numbers
of 690, 357, or 280. If a file has more than one link, all of its path names are listed.

4. To list special and set-user-ID files, enter:

ncheck /

This lists the i-node and path name for every file in the / (root) file system that is a special file (also
called a device file) or that has set-user-ID mode enabled.

Related Information
The @ command, command.

File systems|in Operating system and device management.

nddctl Command

Purpose
Issues commands to network device drivers (NDDs).

Syntax
nddctl { -r } Device
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Description

The nddctl command allows the user to control an NDD device at runtime (that is, without having to
reconfigure the device driver, which usually entails disruption to the network connection).

Flags

-r Forces the NDD device to renegotiate its link attributes (speed and duplexity) at runtime.
Note: Forcing link renegotiation entails resetting the device; this might cause a loss of network
connectivity, lasting a few seconds, while the device re-initializes itself.

Parameters

Device Specifies the NDD device on which to perform the specified command.

Exit Status

0 The command completed successfully.
>0 An error occurred.
Examples

1. To force the device ent0 to renegotiate its link attributes at runtime, type:
nddctl -r ent0

Location
/usr/sbin

ndp Command

Purpose
IPv6 neighbor discovery display and control.

Syntax
ndp [ El ] hostname

ndp [[n]]}4]
ndp [] hostname

ndp [E| interface_index ] E| hostname addr [ temp ]

Description

The ndp program displays and modifies the IPv6-to-Ethernet, or the IPv6-to-TokenRing address translation
tables used by the IPv6 neighbor discovery protocol.

With no flags, the program displays the current ndp entry for hostname. The host may be specified by
name or by number, using IPv6 textual notation.
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Flags

-a Displays all of the current ndp entries.

-d Lets a super-user delete an entry for the host called hostname with the -d flag.

- i interface_index Specifies the index of the interface to use when an ndp entry is added with the -s
flag (useful with the local-link interface).

-n Shows network addresses as numbers (normally ndp attempts to display
addresses symbolically).

- s hostname addr Creates an ndp entry for hostname with the Hardware address addr. The

Hardware address is given as six hex bytes separated by colons. The entry is
permanent unless the temp is specified in the command.

Examples
This is an example output from the - a flag:

# ndp -a

e-crankv6e (::903:9182) at link#2 0:20:af:db:b8:cf

e-crankv6-11 (fe80:0:100::20:afdb:b8cf) at 1ink#2 0:20:af:db:b8:cf
# ndp -d e-crankv6-11

e-crankv6-11 (fe80:0:100::20:afdb:b8cf) deleted

Related Information
The command, [ndpd-host| command, command, command.

ndpd-host Daemon

Purpose
NDP daemon for an host.

Syntax
ndpd-host [ [dj [[v] [

Description

The ndpd-host command manages the Neighbor Discovery Protocol (NDP) for non-kernel activities:
Router Discovery, Prefix Discovery, Parameter Discovery and Redirects. The ndpd-host command deals
with the default route, including default router, default interface and default interface address.

Interfaces

The ndpd-host command knows about IEEE and CTI point to point interfaces. The ndpd-host command
exchanges packets on all the known interfaces UP with a Link-Local Address. Any change of status of an
interface is detected. If an interface goes down or loses its Link-Local address, the NDP processing is
stopped on this interface. If an interface goes up, the NDP processing is started.

The IEEE interfaces are configured using the autoconf6 command. The PPP interfaces are configured
using the pppd daemon. The token negotiation defines the Link-Local addresses. In order to send Router
Advertisements over a CTI configured tunnel, it must have local and distant Link-Local addresses.

Note: For all the up point to point interfaces, ndpd-host sets a local route via 100 for local
addresses.
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Flags

-d Enables debugging (exceptional conditions and dump).
-V Logs all interesting events (daemon.info and console).

-t Adds a time stamp in each log.

Signals

SIGUSR1 Turns on verbose.

SIGUSR2 Turns off verbose.

SIGINT Dumps the current state of ndpd-host to syslog or stdout.
SIGTERM Cleans up ndpd-host and exits.

Related Information
The command, command, command, and the command.

ndpd-router Daemon

Purpose
NDP and RIPng daemon for a router.

Syntax
ndpd-router [ [ [[pj [ [[M] [FO) (s} (Fall (Fafl (Fnj (ER) (ES) (El (F (vl (R (Fm 1 [ Fu port] (D]

max{min[/life]]] [ P| [inviifell[deplife]] [ |-T| [reachtim]/[retrans]/[hlim]]

Description

The ndpd-router daemon manages the Neighbor Discovery Protocol (NDP) for non-kernel activities. It
receives Router Solicitations and sends Router Advertisements. It can also exchange routing information
using the RIPng protocol.

The /etc/gateway6 file provides options for ndpd-router. This file can be modified while the program is
running. The changes are checked before any emission or reception of message, or on reception of the
HUP signal. The file contains directives, one by line (with # as comment). All the IPv6 addresses and
prefixes in the file must be in numeric form. No symbolic name is allowed. Except for the gateway
directive, each line begins with a keyword and is made of options of the form key=argument.

Interfaces

The ndpd-router daemon knows about IEEE and CTI point to point interfaces. The ndpd-router daemon
exchanges packets on all the known interfaces UP with a Link-Local Address. Any change of status of an
interface is detected. If an interface goes down or loses its Link-Local address, the NDP and RIPng

processing is stopped on this interface. If an interface goes up, the NDP and RIPng processing is started.

To send Router Advertisements or RIPng packets or both, local and remote Link-Local addresses must be
configured.

Flags

-H Enables the system to process NDP features needed to function as a mobile IPv6 home
agent

-m Enables the system to aid movement detection for mobile IPvé mobile nodes.
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-D max [min[/life]]

-T [reachtim] [ [retrans]
[ [hlim]

-M
-0
P
-P [invlife}/[deplife]

-r
-s
-q
-g
-n
-u port
-R
-S
-d
-v
-t

Sends Unsolicited Router Advertisements at intervals from min to max seconds. Default max
value is 600 seconds, valid range is 4 to 1800 seconds. Default min equals to max/ 3, valid
range is from 1 to 0.75 * max. The router lifetime is set with /ife, default value is 10 * max.
Valid range is 0 to 65535 seconds.

Sets the BaseReachableTime field to reachim seconds, if reachim is not zero. If retrans is not
zero, sets the RetransTime field to retrans seconds. If hlim is not zero, sets the hop limit field
in Router Advertisements to hlim.

Sets the M flag (stateful configuration) in advertisements.

Sets the O flag (other stateful information) in advertisements

Does not offer prefixes (learned from interface configuration).

Sets the invalid life value and the deprecated life value for announced prefixes (in seconds).
The default value is 0xffffffff (infinite).

Does not offer to be the default router in Router Advertisements.

Enables the RIPng protocol (the default is: RIPng disabled).

Enables the RIPng protocol, but does not send RIPng packets.

Broadcast a default route in RIPng.

Does not install routes received by RIPng.

Uses UDP port port for RIPng. The default is 521.

Uses split horizon without corrupting reverse for RIPng.

Does not use any split horizon for RIPng.

Enables debugging (exceptional conditions and dump).

Logs all interesting events (daemon.info and console).

Adds time stamps in logged messages.

Available directives
The main directives for the /etc/gateway6 file are:

option [option-directive ...]
Sets per-interface/default options.

prefix [prefix-directive ...]
Sets per-interface/default prefix processing options.

filter [filter-directive ...]
Sets per-interface/default filters.

gateway directives

Sets routes in RIPng packets or in the kernel.

Each of these directives is explained in more detail below.

The option directive
Sets different per-interface options.

Any value settings for the option directive which follow the if option must appear in a comma-separated

list.

Note: At least one option (other than the if option) must be specified following the option directive. If the
if option is specified, it must be the first option following the option directive. There must be a
space between the if option and any comma-separated list of options which follow.

Syntax:

option [ if=n1,n2 ] ripin=(y|n),ripout=(y|n|S|R),rtadv=(y|n|min[/max]),flag=[M|0],1ife=Seconds,reach=Seconds ,retrans=Seconds
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if=list
interface=list

If there is no keyword, the option directive is a default
option. If there is an interface field, the option parameters
apply only to the listed interfaces. The list is
comma-separated. You can use Te* to match all the leX
interfaces. The default option must be the first line in the
letc/gateways6 file.

mtu[=mtuvall

Advertises a MTU value of mtuval in router
advertisements. If there is no mtuval argument, the
advertised MTU is the MTU of the interface. If mtuval is
0, suppress the advertisement of MTU.

ripin=(nly)

Does not listen (listen) to incoming RIPng packets. Does
not send (send) RIPng packets. With the -S flag, do not
use split horizon. With the -R flag, use split horizon
without poisoning reverse.

rtadv=(nlylmin [/max])

Does not send (send) router advertisements. With
min[/max] option, set the interval (in seconds) between
router advertisements.

flag={MIO} Sets the stateful mode flags in router advertisements.

M Uses stateful configuration

(o] Uses stateful configuration, but not for addresses
life=Seconds Sets the router life field in router advertisements (in

seconds).

reach=Seconds

Sets the reachable field in router advertisements (in
seconds).

retrans=Seconds

Sets the retransmit interval field in router advertisements
(in seconds).

The prefix directive

Defines the prefixes announced in Router advertisement directives. If there is no prefix-directive for an
interface, the router advertisement contains the list of prefixes deduced from the address list of the
interface. If there are prefix-directives, the router advertisement contains the list of prefixes defined by the
different prefix directives (in order). No prefix is installed in the kernel. If there is one directive of the form

prefix prefix=none, no prefix list is advertised.

Syntax:

prefix if=n prefix=(nonelxxx::/PrefixLength) flag=[L][A] valid=Seconds deprec=Seconds

if=Interface or interface=Interface

Specifies the interface on which the directive applies. The
if keyword is mandatory for the prefix directive. It is not
an option.

prefix=xxx::/PrefixLength

The advertised prefix.

flag=[L][A]

Set the L and/or A flag for the prefix (the default is LA).

deprec=Seconds

Set the deprecated time (in seconds) for the prefix.

valid=Seconds

Set the validity time (in seconds) for the prefix.

The filter directive

Define a filter pattern for incoming (filter=in) or outgoing (filter=out) RIPng packets. There is one
incoming and one outgoing filter per interface, and one default incoming and one default outgoing filter for

interfaces without explicit filter.

14  AIX 5L Version 5.3 Commands Reference, Volume 4




Any received RIPng information is tested against the input filter of the interface, or, if there is none, against
the default input filter. The static interface routes are seen as input information coming from the interface
and from a gateway with the link local address of the interface. The routes set by a gateway directive with
a gateway keyword are seen as input information coming from the specified interface and gateway. The
default route (-g flag) and the routes set by a gateway directive without a gateway keyword are seen as
input information coming from gateway :: and no interface (the default input filter applies).

Any sent RIPng information is tested against the output filter of the interface, or, if there is none, against
the default output filter.

Each filter is a sequence of matching patterns. The patterns are tested in order. Each pattern can test the
prefix length, the source gateway (for input filters and that the prefix (padded with zeroes) matches a fixed
prefix. If a pattern contains more than one test description, the match is the conjunction of all the tests.
The first matching pattern defines the action to perform. If no pattern matches, the default action is accept.
The possible actions are accept, reject and truncate/NumberOfBits. The truncate/ NumberOfBits action
means: if the pattern matches and if prefix length is greater or equal to NumberOfBits, accept the prefix
with new length NumberOfBits. The accepted prefix is immediately accepted, that is, not checked again
against the filters.

For example, the following directive inhibits sending host routes on any interface without an explicit
outgoing filter:
filter=out Tength==128 action=reject

Syntax:

filter=(inlout) [if=n1,n2] prefix=xx::/NumberOfBits gateway=xxx length=(=I>=|<=I<|>) NumberOfBits
action=(acceptirejectltruncate/xx)

if=list or interface=list If there is no interface keyword, the filter directive is a
default option. If there is an interface field, the filter
pattern is added at the end of the filters of all specified
interfaces. The list is comma-separated. For example,
you can specify interface=Ile* to specify all the leX
interfaces.

prefix=xxx::/NumberOfBits The pattern matches only if xxx::/NumberOfBits is a prefix
of the prefix in the RIPng packet.

gateway=xxx The pattern matches only if the RIPng message comes
from source address xxx, only in incoming filters.

length=(=I>=|<=I<|>) NumberOfBits The pattern match only if the prefix length in the RIPng
message is equal to (or greater than, less than, etc.,
depending on the operator specified) to NumberOfBits.

action=(acceptlrejectitruncate/NumberOfBits) Specify the action to perform if the pattern matches:
accept the message, reject the message, accept but
truncate the prefix to NumberOfBits bits.

Gateway directives

The gateway directives allow the user to set up routes in RIPng packets and/or in the kernel. These
directives must appear at the end of the /etc/gateway®6 file, after the other directives.

Syntax:

xxx::/NumberOfBits metric Value

xxx::/NumberOfBits metric Value gateway /IPv6Address ifname
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The second syntax is used to add the route to the kernel.

Examples
The following examples are of the /etc/gateways6 file.

On a site where all addresses are of the form 5f06:2200:c001:0200:xxxx, the following example means
that only one route, describing all the site, is exported on all the Configured Tunnel Interface (CTI) ctiX
interfaces. The keyword abbreviations shown are valid.

filt=out if=cti* pref=5f06:2200:c001:0200::/64 len=>=64 act=trunc/64

Setting a default outgoing route:
::/0 metric 2 gateway 5f06:2200:c102:0200::1 cti0

Declare that any CTI interface active with RIPng defines a default route:
filter=in if=cti* act=trunc/0

The following example defines a site with an exterior connection ctiO, which aggregates other sites
connected through ctiX, and which uses split horizon without poisoned reverse. The order of the lines is
important, as all filter descriptions apply to ctiO.

option if=cti* ripout=R

filter=out if=cti0 prefix=5f06:2200::/24 len=>=24 act=trunc/24

filt=out if=cti* pref=5f06:2200:c001:0200::/64 Ten=>=64 act=trunc/64

filter=in if=cti0 act=trunc/0

filter=in if=cti* prefix=5f06:2200::/24 len=>=24 act=trunc/64

filter=in if=cti* act=reject

Diagnostics

All errors are logged at the daemon.err level, unless the debug option is set. This includes all the syntax
errors in the /etc/gateway®6 file and configuration mismatches between different routers.

Signals

ndpd-router responds to the following signals:

SIGINT Dumps its current state to syslog, if syslog is defined. Otherwise, dumped to stdout.
SIGHUP The /etc/gateway®é file is read again.

SIGUSR1 Verbosity is incremented.

SIGUSR2 Verbosity is reset.

SIGTERM Resets to a resonable state and stops.

SIGQUIT Resets to a resonable state and stops.

Files

letc/gateway6

Related Information
The |ifconfig command, kmodctrl command, mobipéreqd command, mobip6ctrl command,
command, [route| command, command, [ndpd-host| command.

The |Mobile IPv6|in Networks and communication management.
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ndx Command

Purpose
Creates a subject-page index for a document.

Syntax
ndx [ [SubjectFild 1" [FormatterCommandLind "

Description

The ndx command, given a list of subjects (SubjectFile), searches a specified English-language document
and writes a subject-page index to standard output.

The document must include formatting directives for the mm, mmt, nroff, or troff commands. The
formatter command line informs the ndx command whether the troff command, nroff command, mm
command, or mmt command can be used to produce the final version of the document. These commands
do the following:

troff or mmt Specifies the troff command as the formatting program.

nroff or mm Specifies the nroff command as the formatting program.

Parameters

SubjectFile Specifies the list of subjects that are included in the index. Each subject must

begin on a new line and have the following format:
word1[word?2...][,wordk...]

For example:

printed circuit boards

arrays

arrays, dynamic storage

Smith, W.P.

printed circuit boards, channel-oriented
multi-layer

Aranoff
University of ITlinois
PL/1
The subject must start in column one.
FormatterCommandLine Creates the final form of the document. The syntax for this parameter is as
follows:

Formatter [Flag...] File...

mm -Tlp File(s)

nroff -mm -T1p -rW60 File(s)

troff -rB2 -Tibm3816 -r01.5i File(s)

For more information on the formatter command line, see the@lcommand,

@ command, command, and command.

The flags specified by the Flag variable are those that are given to the troff,
nroff, mm, or mmt command in printing the final form of the document.
These flags are necessary to determine the correct page numbers for
subjects as they are located in the document. The ndx command does not
cause the final version of the document to be printed. The author must create
the document separately. Use the indexer only after the document is complete
and cannot undergo further changes.
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Examples

1. The following command produces a subject-page index for the file document and takes its subjects
from the subfile list:

ndx subfile "nroff -mm -rW70 file" > indexfile

The page numbers correspond to the document produced by:
nroff -mm -rW70 file

2. The following command produces a subject-page index for the documents chl, ch2, and ch3:
ndx subfile "mm -rW60 -rN2 -r00 chl ch2 ch3" > indexfile

The page numbers would correspond to the documents produced by:
mm -rW60 -rN2 -r00 chl ch2 ch3

3. The following command produces a subject-page index for the document file:
ndx Subjfile "troff -rB2 -rW5i -r01.5i -mm file" > indexfile

The page numbers correspond to the document produced by entering:
troff -rB2 -rW5i -r01.5i -mm file

Related Information
The @ command, @ command, command, command, command.

neqn Command

Purpose
Formats mathematical text for the nroff command.

Syntax
neqn [ |d| Delimiter1Delimiter2 1[ [| Font ][ Fp| Number 1| || Size 11 11 File ... 1] ]

Description

The negn command is an nroff preprocessor for formatting mathematical text on typewriter-like terminals.
Pipe the output of the negn command into the nroff command as follows:

neqn [Flag...] File... | nroff [Flag...] | [Printer]

The negn command reads one or more files. If no files are specified for the File parameter or the - (minus

sign) flag is specified as the last parameter, standard input is read by default. A line beginning with the

macro marks the start of equation text. The end of equation text is marked by a line beginning with the
macro. These lines are not altered by the nroff command, so they can be defined in macro packages

to provide additional formatting functions such as centering and numbering.

The — (double dash) delimiter indicates the end of flags.

Depending on the target output devices, neqn command output formatted by the nroff command may
need to be post-processed by the command to produce correct output.

Thecommand gives more information about the input format and keywords used.
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Flags

-d Delimiter1Delimiter2 Sets two ASCII characters, Delimiter1 and Delimiter2, as delimiters of the
text to be processed by the neqn command, in addition to input enclosed
by the .EQ and .EN macros. The text between these delimiters is treated
as input to the neqn command.

Within a file, you can also set delimiters for neqn text using the delim
Delimiter1Delimiter2 request. These delimiters are turned off by the delim
off request. All text that is not between delimiters or the macro and
macro is passed through unprocessed.
-fFont Changes font in all the neqn command-processed text to the value
specified by the Font variable. The Font value (a font name or position)
must be one or two ASCII characters.

-pNumber Reduces subscripts and superscripts to the specified number of points in
size. The default is 3 points.
-sSize Changes point size in all the neqn command-processed text to the value

specified by the Size variable.
- Reads from standard input.
_ (double dash) Marks the end of the flags.

Files

lusr/share/lib/pub/egnchar Contains special character definitions.

Related Information
The command, command, command, @ command, command, [tbll command.

The [[EN] macro, [.EQ] macro, [nm]| macro.
The file format.

netpmon Command

Purpose
Monitors activity and reports statistics on network I/O and network-related CPU usage.

Syntax
netpmon [[o Fild] [Fd1 (FT A11FP1 (11} [ PURR] [FO ReportTypd ... | [F] Trace_File[n|

Gennames_File |

Description

The netpmon command monitors a trace of system events, and reports on network activity and
performance during the monitored interval. By default, the netpmon command runs in the background
while one or more application programs or system commands are being executed and monitored. The
netpmon command automatically starts and monitors a trace of network-related system events in real
time. By default, the trace is started immediately; optionally, tracing may be deferred until the user issues a
trcon command. When tracing is stopped by a command, the netpmon command generates all
specified reports and exits.

The netpmon command can also work in offline mode, that is, on a previously generated trace file. In this
mode, a file generated by the gennames command is also required. The gennames file should be
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generated immediately after the trace has been stopped, and on the same machine. When running in
offline mode, the netpmon command cannot recognize protocols used by sockets, which limits the level of
detail available in the socket reports.

The netpmon command reports on the following system activities:

CPU Usage
The netpmon command monitors CPU usage by all threads and interrupt handlers. It estimates
how much of this usage is due to network-related activities.

Network Device-Driver I1/O
The netpmon command monitors 1/0 operations through Micro-Channel Ethernet, token-ring, and
Fiber-Distributed Data Interface (FDDI) network device drivers. In the case of transmission I/O, the
command also monitors utilizations, queue lengths, and destination hosts. For receive ID, the
command also monitors time in the demux layer.

Internet Socket Calls
The netpmon command monitors all [send| [recv] [sendto] [recvfrom| [read] and |write| subroutines
on Internet sockets. It reports statistics on a per-process basis, for each of the following protocol
types:
* Internet Control Message Protocol (ICMP)
» Transmission Control Protocol (TCP)
» User Datagram Protocol (UDP)

NFS 1/0
The netpmon command monitors read and write subroutines on client Network File System
(NFS) files, client NFS remote procedure call (RPC) requests, and NFS server read or write
requests. The command reports subroutine statistics on a per-process or optional per-thread basis

and on a per-file basis for each server. The netpmon command reports client RPC statistics for
each server, and server read and write statistics for each client.

Any combination of the preceding report types can be specified with the command line flags. By default, all
the reports are produced.

Notes: The reports produced by the netpmon command can be quite long. Consequently, the -o flag
should usually be used to write the report to an output file. The netpmon command obtains
performance data using the system trace facility. The trace facility only supports one output stream.
Consequently, only one netpmon or trace process can be active at a time. If another netpmon or
trace process is already running, the netpmon command responds with the message:

/dev/systrace: Device busy

While monitoring very network-intensive applications, the netpmon command may not be able to
consume trace events as fast as they are produced in real time. When that happens, the error
message:

Trace kernel buffers overflowed, N missed entries

displays on standard error, indicating how many trace events were lost while the trace buffers were
full. The netpmon command continues monitoring network activity, but the accuracy of the report
diminishes by some unknown degree. One way to avoid overflow is to increase the trace buffer size
using the -T flag, to accommodate larger bursts of trace events before overflow. Another way to avoid
overflow problems all together is to run netpmon in offline mode.

When running in memory-constrained environments (where demand for memory exceeds supply), the
-P flag can be used to pin the text and data pages of the real-time netpmon process in memory so
the pages cannot be swapped out. If the -P flag is not used, allowing the netpmon process to be
swapped out, the progress of the netpmon command may be delayed such that it cannot process
trace events fast enough to prevent trace buffer overflow.
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If the /unix file and the running kernel are not the same, the kernel addresses will be incorrect,
causing the netpmon command to exit.

Flags

-d Starts the netpmon command, but defers tracing until the trcon command has
been executed by the user. By default, tracing is started immediately.

-i Trace_File Reads trace records from the file Trace_File produced with the trace command

-n Gennames_File

-0 File
-0 ReportType ...

-r PURR

-Tn

Reports

instead of a live system. The trace file must be rewritten first in raw format using
the trept -r command. This flag cannot be used without the -n flag.

Reads necessary mapping information from the file Gennames_File produced by
the gennames command. This flag is mandatory when the -i flag is used.
Writes the reports to the specified File, instead of to standard output.

Produces the specified report types. Valid report type values are:

cpu CPU usage

dd Network device-driver 1/0
so Internet socket call 1/0
nfs NFS 1/0O (any version)
nfs2 NFS Version 2 1/0

nfs3 NFS Version 3 I/0

nfs4 NFS Version 4 1/0

all All reports are produced. This is the default value.

Pins monitor process in memory. This flag causes the netpmon text and data
pages to be pinned in memory for the duration of the monitoring period. This flag
can be used to ensure that the real-time netpmon process does not run out of
memory space when running in a memory-constrained environment.

Uses PURR time instead of TimeBase in percent and CPU time calculation.
Elapsed time calculations are unaffected.

Prints CPU reports on a per-thread basis.

Sets the kernel’s trace buffer size to n bytes. The default size is 64000 bytes. The
buffer size can be increased to accommodate larger bursts of events, if any. (A
typical event record size is on the order of 30 bytes.)

Note: The trace driver in the kernel uses double buffering, so actually two
buffers of size n bytes will be allocated. These buffers are pinned in memory,
so they are not subject to paging.
Prints extra information in the report. All processes and all accessed remote files
are included in the report instead of only the 20 most active processes and files.

The reports generated by the netpmon command begin with a header, which identifies the date, the
machine ID, and the length of the monitoring period in seconds. This is followed by a set of summary and
detailed reports for all specified report types.

CPU Usage Reports

Process CPU Usage Statistics: Each row describes the CPU usage associated with a process. Unless
the verbose option is specified, only the 20 most active processes are listed. At the bottom of the report,
CPU usage for all processes is totaled, and CPU idle time is reported.

Process

Process name

PID Process ID number
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CPU Time
Total amount of CPU time used by this process

CPU % CPU usage for this process as a percentage of total time

Network CPU %
Percentage of total time that this process spent executing network-related code

Thread CPU Usage Statistics
If the -t flag is used, each process row described above is immediately followed by rows
describing the CPU usage of each thread owned by that process. The fields in these rows are
identical to those for the process, except for the name field. (Threads are not named.)

First-Level Interrupt Handler Usage Statistics: Each row describes the CPU usage associated with a
first-level interrupt handler (FLIH). At the bottom of the report, CPU usage for all FLIHs is totaled.

FLIH  First-level interrupt handler description

CPU Time
Total amount of CPU time used by this FLIH

CPU % CPU usage for this interrupt handler as a percentage of total time

Network CPU %
Percentage of total time that this interrupt handler executed on behalf of network-related events

Second-Level Interrupt Handler Usage Statistics: Each row describes the CPU usage associated with a
second-level interrupt handler (SLIH). At the bottom of the report, CPU usage for all SLIHs is totaled.

SLIH  Second-level interrupt handler description

CPU Time
Total amount of CPU time used by this SLIH

CPU % CPU usage for this interrupt handler as a percentage of total time
Network CPU %
Percentage of total time that this interrupt handler executed on behalf of network-related events

Summary Network Device-Driver Reports
Network Device-Driver Statistics (by Device): Each row describes the statistics associated with a
network device.

Device
Path name of special file associated with device

Xmit Pkts/s
Packets per second transmitted through this device

Xmit Bytes/s
Bytes per second transmitted through this device

Xmit Util
Busy time for this device, as a percent of total time

Xmit Qlen
Number of requests waiting to be transmitted through this device, averaged over time, including
any transaction currently being transmitted

Recv Pkts/s
Packets per second received through this device

Recv Bytes/s
Bytes per second received through this device
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Recv Demux
Time spent in demux layer as a fraction of total time

Network Device-Driver Transmit Statistics (by Destination Host): Each row describes the amount of
transmit traffic associated with a particular destination host, at the device-driver level.

Host  Destination host name. An * (asterisk) is used for transmissions for which no host name can be
determined.

Pkts/s
Packets per second transmitted to this host

Xmit Bytes/s
Bytes per second transmitted to this host

Summary Internet Socket Reports

* On-line mode: Socket Call Statistics for Each Internet Protocol (by Process): Each row describes
the amount of read/write subroutine activity on sockets of this protocol type associated with a particular
process. Unless the verbose option is specified, only the top 20 processes are listed. At the bottom of
the report, all socket calls for this protocol are totaled.

» Off-line mode: Socket Call Statistics for Each Process: Each row describes the amount of read/write
subroutine activity on sockets associated with a particular process. Unless the verbose option is
specified, only the top 20 processes are listed. At the bottom of the report, all socket calls are totaled.

Process
Process name

PID Process ID number

Read Calls/s or Read Ops/s
Number of [read|, [recv|, and [recvfrom| subroutines per second made by this process on sockets
of this type

Read Bytes/s
Bytes per second requested by the above calls

Write Calls/s or Write Ops/s

Number of, send|, and subroutines per second made by this process on sockets of
this type

Write Bytes/s
Bytes per second written by this process to sockets of this protocol type

Summary NFS Reports

NFS Client Statistics for Each Server (by File): Each row describes the amount of read/write
subroutine activity associated with a file mounted remotely from this server. Unless the verbose option is
specified, only the top 20 files are listed. At the bottom of the report, calls for all files on this server are
totaled.

File  Simple file name

Read Calls/s or Read Ops/s
Number of read subroutines per second on this file

Read Bytes/s
Bytes per second requested by the above calls

Write Calls/s or Write Ops/s
Number of write subroutines per second on this file

Write Bytes/s
Bytes per second written to this file
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NFS Client RPC Statistics (by Server): Each row describes the number of NFS remote procedure calls
being made by this client to a particular NFS server. At the bottom of the report, calls for all servers are
totaled.

Server
Host name of server. An * (asterisk) is used for RPC calls for which no hostname could be
determined.

Calls/s or Ops/s
Number of NFS RPC calls per second being made to this server.

NFS Client Statistics (by Process): Each row describes the amount of NFS read/write subroutine
activity associated with a particular process. Unless the verbose option is specified, only the top 20
processes are listed. At the bottom of the report, calls for all processes are totaled.

Process
Process name

PID Process ID number

Read Calls/s or Read Ops/s
Number of NFS read subroutines per second made by this process

Read Bytes/s
Bytes per second requested by the above calls

Write Calls/s or Write Ops/s
Number of NFS write subroutines per second made by this process

Write Bytes/s
Bytes per second written to NFS mounted files by this process

NFS Server Statistics (by Client): Each row describes the amount of NFS activity handled by this server
on behalf of particular client. At the bottom of the report, calls for all clients are totaled.

Client
Host name of client

Read Calls/s or Read Ops/s
Number of remote read requests per second processed on behalf of this client

Read Bytes/s
Bytes per second requested by this client’s read calls

Write Calls/s or Write Ops/s
Number of remote write requests per second processed on behalf of this client

Write Bytes/s
Bytes per second written by this client

Other Calls/s or Ops/s
Number of other remote requests per second processed on behalf of this client

Detailed Reports

Detailed reports are generated for any of the specified report types. For these report types, a detailed
report is produced for most of the summary reports. The detailed reports contain an entry for each entry in
the summary reports with statistics for each type of transaction associated with the entry.

Transaction statistics consist of a count of the number of transactions of that type, followed by response
time and size distribution data (where applicable). The distribution data consists of average, minimum, and
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maximum values, as well as standard deviations. Roughly two-thirds of the values are between average -
standard deviation and average + standard deviation. Sizes are reported in bytes. Response times are
reported in milliseconds.
Detailed Second Level Interrupt Handler CPU Usage Statistics:
SLIH  Name of second-level interrupt handler
Count Number of interrupts of this type
CPU Time (Msec)
CPU usage statistics for handling interrupts of this type
Detailed Network Device-Driver Statistics (by Device):

Device
Path name of special file associated with device

Recv Packets
Number of packets received through this device

Recv Sizes (Bytes)
Size statistics for received packets

Recv Times (msec)
Response time statistics for processing received packets

Xmit Packets
Number of packets transmitted to this host

Demux Times (msec)
Time statistics for processing received packets in the demux layer

Xmit Sizes (Bytes)
Size statistics for transmitted packets

Xmit Times (Msec)

Response time statistics for processing transmitted packets
Detailed Network Device-Driver Transmit Statistics (by Host):
Host  Destination host name

Xmit Packets
Number of packets transmitted through this device

Xmit Sizes (Bytes)
Size statistics for transmitted packets

Xmit Times (Msec)

Response time statistics for processing transmitted packets
Detailed Socket Call Statistics for Each Internet Protocol (by Process): (on-line mode)
Detailed Socket Call Statistics for Each Process: (off-line mode)

Process
Process name

PID Process ID number

Reads Number of read|, [recv|, [recvfrom|, and subroutines made by this process on sockets of
this type

Read Sizes (Bytes)
Size statistics for read calls
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Read Times (Msec)
Response time statistics for read calls

Writes

Number of [write|, [send|, [sendto|, and [sendmsg| subroutines made by this process on sockets of
this type

Write Sizes (Bytes)
Size statistics for write calls

Write Times (Msec)
Response time statistics for write calls
Detailed NFS Client Statistics for Each Server (by File):
File File path name
Reads Number of NFS read subroutines for this file

Read Sizes (Bytes)
Size statistics for read calls

Read Times (Msec)
Response time statistics for read calls

Writes
Number of NFS write subroutines for this file

Write Sizes (Bytes)
Size statistics for write calls

Write Times (Msec)
Response time statistics for write calls
Detailed NFS Client RPC Statistics (by Server):

Server
Server host name

Calls Number of NFS client RPC calls made to this server
Call Times (Msec)

Response time statistics for RPC calls
Detailed NFS Client Statistics (by Process):

Process
Process name

PID Process ID number
Reads Number of NFS read subroutines made by this process

Read Sizes (Bytes)
Size statistics for read calls

Read Times (Msec)
Response time statistics for read calls

Writes
Number of NFS write subroutines made by this process

Write Sizes (Bytes)
Size statistics for write calls
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Write Times (Msec)

Response time statistics for write calls

Detailed NFS Server Statistics (by Client):
Client

Client host name

Reads Number of NFS read requests received from this client

Read Sizes (Bytes)

Size statistics for read requests

Read Times (Msec)

Response time statistics for read requests

Writes

Number of NFS write requests received from this client

Write Sizes (Bytes)

Size statistics for write requests

Write Times (Msec)

Response time statistics for write requests

Other Calls

Number of other NFS requests received from this client

Other Times (Msec)

Response time statistics for other requests

Examples

1.

To monitor network activity during the execution of certain application programs and generate all report
types, type:

netpmon

<run application programs and commands here>

trcstop

The netpmon command automatically starts the system trace and puts itself in the background.
Application programs and system commands can be run at this time. After the command is
issued, all reports are displayed on standard output.

To generate CPU and NFS report types and write the reports to the nmon.out file, type:

netpmon -0 nmon.out -0 cpu,nfs

<run application programs and commands here>

trcstop

The netpmon command immediately starts the system trace. After the trestop command is issued, the
I/O activity report is written to the nmon.out file. Only the CPU and NFS reports will be generated.

To generate all report types and write verbose output to the nmon.out file, type:

netpmon -v -0 nmon.out

<run application programs and commands here>

trcstop

With the verbose output, the netpmon command indicates the steps it is taking to start up the trace.
The summary and detailed reports include all files and processes, instead of just the 20 most active
files and processes.

To use the netpmon command in offline mode, type:

trace -a
run application programs and commands here
trcoff
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gennames > gen.out

trcstop

trcrpt -r /var/adm/ras/trcfile > tracefile.r
netpmon -i tracefile.r -n gen.out -0 netpmon.out

Related Information
The command, command, and [gennames| command.

The subroutine, subroutine, subroutine, subroutine, and subroutine.

netstat Command

Purpose
Shows network status.

Syntax

To Display Active Sockets for Each Protocol or Routing Table Information

/bin/netstat | El] [ { EI El} I { E El El Interface } ] [ E AddressFamily ] [ El

Protocol 1[ Interval ]

To Display the Contents of a Network Data Structure

/bin/netstat [ [m] | [M I [ [sdl | [u 1 [ 11 [ AddressFamily ] | Protocol ] [ Interval |

To Display the Virtual Interface Table and Multicast Forwarding Cache
/bin/netstatb

To Display the Packet Counts Throughout the Communications Subsystem
/bin/netstat

To Display the Network Buffer Cache Statistics
/bin/netstaté

To Display the Data Link Provider Interface Statistics
/bin/netstat

To Clear the Associated Statistics

Ibin/netstat [[Zd| | [zi] | [zm] I [zd]]

Description

The netstat command symbolically displays the contents of various network-related data structures for
active connections. The Interval parameter, specified in seconds, continuously displays information
regarding packet traffic on the configured network interfaces. The Interval parameter takes no flags.

Flags

-A Shows the address of any protocol control blocks associated with the sockets.
This flag acts with the default display and is used for debugging purposes.

-a Shows the state of all sockets. Without this flag, sockets used by server

processes are not shown.
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-C

Shows the statistics of the Network Buffer Cache.

The Network Buffer Cache is a list of network buffers that contain data objects
that can be transmitted to networks. The Network Buffer Cache grows
dynamically as data objects are added to or removed from it. The Network Buffer
Cache is used by some network kernel interfaces for performance enhancement
on the network 1/0O. The netstat -c command prints the following statistic:

Network Buffer Cache Statistics:

Current total cache buffer size: 0

Maximum total cache buffer size: 0

Current total cache data size: 0

Maximum total cache data size: 0

Current number of cache: 0

Maximum number of cache: 0

Number of cache with data: 0

Number of searches in cache: 0

Number of cache hit: 0

Number of cache miss: 0

Number of cache newly added: 0

Number of cache updated: 0

Number of cache removed: 0

Number of successful cache accesses: 0

Number of unsuccessful cache accesses: 0

Number of cache validation: 0

Current total cache data size in private segments: 0

Maximum total cache data size in private segments: 0

Current total number of private segments: 0

Maximum total number of private segments: 0

Current number of free private segments: 0

Current total NBC_NAMED_FILE entries: 0

Maximum total NBC_NAMED_FILE entries: 0

Shows the routing tables, including the user-configured and current costs of each
route. The user-configured cost is set using the -hopcount flag of the route
command. The current cost may be different than the user-configured cost if
Dead Gateway Detection has changed the cost of the route.

In addition to the costs of the route, it also shows the weight and policy
information associated with each route. These fields are applicable only when the
Multipath Routing Feature is used. The policy information displays the routing
policy that has been currently selected to choose between the multiple routes
available. The policies available are:

» Default - Weighted Round Robin (WRR)
* Hashed (HSH)

* Random (RND)

* Weighted Random (WRND)

» Lowest Utilization (LUT)

The weight field is a user-configured weight associated with the route that will be
used for Weighted Round-Robin and Weighted Random Policies. For more
information about these policies, see thecommand.

Shows the number of packets received, transmitted, and dropped in the
communications subsystem.

Note: In the statistics output, a N/A displayed in a field value indicates the count
is not applicable. For the NFS/RPC statistics, the number of incoming packets
that pass through RPC are the same packets that pass through NFS, so these
numbers are not summed in the NFS/RPC Total field, thus the N/A. NFS has no
outgoing packet or outgoing packet drop counters specific to NFS and RPC.
Therefore, individual counts have a field value of N/A, and the cumulative count is
stored in the NFS/RPC Total field.
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-f AddressFamily

-9

-i

-l Interface
-M

-m

-n

-0

-p Protocol

-P

Limits reports of statistics or address control blocks to those items specified by
the AddressFamily variable. The following address families are recognized:

inet Indicates the AF_INET address family.
inet6 Indicates the AF_INET6 address family.

unix Indicates the AF_UNIX address family.

Shows Virtual Interface Table and Multicast Forwarding Cache information. If used
in conjunction with the -s flag, it will show the multicast routing information.
Shows the state of all configured interfaces. See|'Interface Display.’|

Note: The collision count for Ethernet interfaces is not supported.

Shows the state of the configured interface specified by the Interface variable.
Shows network memory’s mbuf cluster pool statistics.

Shows statistics recorded by the memory management routines.

Shows network addresses as numbers. When this flag is not specified, the
netstat command interprets addresses where possible and displays them
symbolically. This flag can be used with any of the display formats.

Used in conjunction with the -a flag to display detailed data about a socket, such
as socket options, flags, and buffer statistics.

Shows statistics about the value specified for the Protocol variable, which is either
a well-known name for a protocol or an alias for it. Some protocol names and
aliases are listed in thefile. A null response means that there are
no numbers to report. The program report of the value specified for the Protocol
variable is unknown if there is no statistics routine for it.

Shows the statistics of the Data Link Provider Interface (DLPI). The netstat -P
command prints the following statistic:

DLPI statistics:

Number of received packets = 0

Number of transmitted packets = 0

Number of received bytes = 0
Number of transmitted bytes = 0

Number of incoming pkts discard = 0
Number of outgoing pkts discard = 0
Number of times no buffers = 0
Number of successful binds = 0
Number of unknown message types = 0

Status of phys level promisc = 0
Status of sap level promisc = 0
Status of multi Tevel promisc = 0
Number of enab_multi addresses = 0

If DLPI is not loaded, it displays:

can't find symbol: d1_stats

Shows the routing tables. When used with the -s flag, the -r flag shows routing
statistics. See["Routing Table Display.”|

Shows statistics for each protocol.

Displays all the non-zero protocol statistics and provides a concise display.
Displays information about domain sockets.

Shows statistics for CDLI-based communications adapters. This flag causes the
netstat command to run the statistics commands for the entstat, tokstat, and
fddistat commands. No flags are issued to these device driver commands. See
the specific device driver statistics command to obtain descriptions of the
statistical output.

Clear network buffer cache statistics.

Clear interface statistics.

Clear network memory allocator statistics.

Clear protocol statistics. To clear statistics for a specific protocol, use -p
<protocol>. For example, to clear TCP statistics, type netstat -Zs -p tcp.
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Default Display
The default display for active sockets shows the following items:

* Local and remote addresses

* Send and receive queue sizes (in bytes)
* Protocol

* Internal state of the protocol

Internet address formats are of the form host.port or network.port if a socket’s address specifies a
network but no specific host address. The host address is displayed symbolically if the address can be
resolved to a symbolic host name, while network addresses are displayed symbolically according to the

etc/networks| file.

If a symbolic name for a host is not known or if the -n flag is used, the address is printed numerically,
according to the address family. Unspecified addresses and ports appear as an * (asterisk).

Interface Display (netstat -i)

The interface display format provides a table of cumulative statistics for the following items:
* Errors
» Collisions

Note: The collision count for Ethernet interfaces is not supported.
» Packets transferred

The interface display also provides the interface name, number, and address as well as the maximum
transmission units (MTUSs).

Routing Table Display (netstat -r)

The routing table display indicates the available routes and their statuses. Each route consists of a
destination host or network and a gateway to use in forwarding packets.

A route is given in the format A.B.C.D/XX, which presents two pieces of information. A.B.C.D indicates the
destination address and XX indicates the netmask associated with the route. The netmask is represented
by the number of bits set. For example, the route 9.3.252.192/26 has a netmask of 255.255.255.192,
which has 26 bits set.
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The routing table contains the following ten fields:

Flags

Gateway
Refs

Use
PMTU

Interface

Exp

Groups

Netmasks

Route Tree for
Protocol Family

The flags field of the routing table shows the state of the route:

A An Active Dead Gateway Detection is enabled on the route. This field
only applies to AIX 5.1 or later.

U Up.

H The route is to a host rather than to a network.

G The route is to a gateway.

D The route was created dynamically by a redirect.

M The route has been modified by a redirect.

L The link-level address is present in the route entry.

c Access to this route creates a cloned route.

w The route is a cloned route.

1 Protocol specific routing flag #1.

2 Protocol specific routing flag #2.

3 Protocol specific routing flag #3.

b The route represents a broadcast address.

e Has a binding cache entry.

| The route represents a local address.

m The route represents a multicast address.

P Pinned route.

R Host or net unreachable.

S Manually added.

u Route usable.

s The Group Routing stopsearch option is enabled on the route.

Direct routes are created for each interface attached to the local host.

The gateway field for these entries shows the address of the outgoing interface.
Gives the current number of active uses for the route. Connection-oriented
protocols hold on to a single route for the duration of a connection, while
connectionless protocols obtain a route while sending to the same destination.
Provides a count of the number of packets sent using that route.

Gives the Path Maximum Transfer Unit (PMTU). AIX 5.3 does not display the
PMTU column.

Indicates the network interfaces utilized for the route.

Displays the time (in minutes) remaining before the route expires.

Provides a list of group IDs associated with that route.

Lists the netmasks applied on the system.

Specifies the active address families for existing routes. Supported values for this
field are:

1 Specifies the UNIX address family.
2 Specifies the Internet address family (for example, TCP and UDP).

For more information on other address families, refer to the /usr/include/sys/
socket.h file.
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When a value is specified for the Interval parameter, the netstat command displays a running count of
statistics related to network interfaces. This display contains two columns: a column for the primary
interface (the first interface found during autoconfiguration) and a column summarizing information for all
interfaces.

The primary interface may be replaced with another interface by using theEl flag. The first line of each
screen of information contains a summary of statistics accumulated since the system was last restarted.
The subsequent lines of output show values accumulated over intervals of the specified length.

Examples
1. To display routing table information for an Internet interface, type:

netstat -r -f inet
This produces the following output:

Routing tables

Destination Gateway Flags Refs Use PMTU If Exp Groups Netmasks:
(root node)

(0)0 ffff fo00 0

(0)0 ffff f000 0

(0)0 8123 262f 0 0 0 0 0

(root node)

Route Tree for Protocol Family 2:
(root node)

default 129.35.38.47 UG 0 564 - tr0 -

loopback 127.0.0.1 UH 1 202 - 100 -
129.35.32 129.35.41.172 U 4 30 - tr0 -  +staff
129.35.32.117 129.35.41.172 UGHW 0 13 1492 tr0 30
192.100.61 192.100.61.11 U 1 195 - end -

(root node)

Route Tree for Protocol Family 6:
(root node)
(root node)

The -r -f inet flags indicate a request for routing table information for all configured Internet
interfaces. The network interfaces are listed in the Interface column; en designates a Standard
Ethernet interface, while tr specifies a Token-Ring interface. Gateway addresses are in dotted decimal
format.

Note: AIX 5.3 does not display the PMTU column.
2. To display statistics for GRE Protocol, type:

netstat -s -p gre

This produces the following output:

GRE Interface gre0

10 number of times gre_input got called
number of times gre_output got called
packets received with protocol not supported
packets received with checksum on
packets received with routing present
packets received with key present
packets received with sequence number present
packets received with strict source route present
packets received with recursion control present
packets received where reservedd non-zero
packets received where version non-zero
packets discarded
packets dropped due to network down
packets dropped due to protocol not supported

[cNoNoNoNoNoNoNRoNoNoNoRoNe ]
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0 packets dropped due to error in ip output routine
0 packets got by NAT

0 packets got by NAT but not TCP packet

0 packets got by NAT but with IP options

3. To display interface information for an Internet interface, type:
netstat -i -f inet
This produces the following output if you are using AlX 4.2:
Name Mtu  Network Address  Ipkts Ierrs Opkts Oerrs Coll

100 1536 <Link> 4 0 4 0 0

100 1536 127 loopback 4 0 4 0 0

en® 1500 <Link> 96 0 67 0 0

en0 1500 192.100.61 nullarbor 96 0 67 0 0

tro 1500 <Link> 44802 0 11134 0 0

tr0 1500 129.35.32 stnullarb 44802 0 11134 0 0

This produces the following output if you are using AlX 4.3:

Name Mtu Network Address Ipkts Ierrs Opkts Oerrs Coll
100 16896 Link#l 5161 0 5193 0 0
100 16896 127 localhost 5161 0 5193 0 0
100 16896 ::1 5161 0 5193 0 0
enl 1500 Link#2 8.0.38.22.8.34 221240 0 100284 0 0
enl 1500 129.183.64 infoserv.frec.bul 221240 0 100284 0 0

The -i -f inet flags indicate a request for the status of all configured Internet interfaces. The network
interfaces are listed in the Name column; To designates a loopback interface, en designates a Standard
Ethernet interface, while tr specifies a Token-Ring interface.

4. To display statistics for each protocol, type:
netstat -s -f inet
This produces the following output:
ip:

44485 total packets received
bad header checksums
with size smaller than minimum
with data size < data length
with header Tength < data size
with data length < header length
with bad options
with incorrect version number
fragments received
fragments dropped (dup or out of space)
fragments dropped after timeout
packets reassembled ok
44485 packets for this host
0 packets for unknown/unsupported protocol
0 packets forwarded
0 packets not forwardable
0 redirects sent
1506 packets sent from this host
packets sent with fabricated ip header
output packets dropped due to no bufs, etc.
output packets discarded due to no route
output datagrams fragmented
fragments created
datagrams that can't be fragmented
IP Multicast packets dropped due to no receiver
successful path MTU discovery cycles
path MTU rediscovery cycles attempted
path MTU discovery no-response estimates
path MTU discovery response timeouts
path MTU discovery decreases detected
path MTU discovery packets sent
path MTU discovery memory allocation failures
ipintrg overflows

[cNoNoNoNoNoNoNoNoNoNo)

(<}

[cNoNoNoNoNoNoNoNRoNoNoNoNo ol
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icmp:
0 calls to icmp_error
0 errors not generated 'cuz old message was icmp
Output histogram:
echo reply: 6
0 messages with bad code fields
0 messages < minimum Tength
0 bad checksums
0 messages with bad length
Input histogram:
echo: 19
6 message responses generated

igmp:defect

messages received

messages received with too few bytes

messages received with bad checksum

membership queries received

membership queries received with invalid field(s)
membership reports received

membership reports received with invalid field(s)
membership reports received for groups to which we belong
membership reports sent

[cRoNoNoNoNoNoNoNo]

tep:
1393 packets sent
857 data packets (135315 bytes)
0 data packets (0 bytes) retransmitted
367 URG only packets
0 URG only packets
0 window probe packets
0 window update packets
170 control packets
1580 packets received
790 acks (for 135491 bytes)
60 duplicate acks
0 acks for unsent data
638 packets (2064 bytes) received in-sequence
0 completely duplicate packets (0 bytes)
0 packets with some dup. data (0 bytes duped)
117 out-of-order packets (0 bytes)
0 packets (0 bytes) of data after window
0 window probes
60 window update packets
0 packets received after close
0 discarded for bad checksums
0 discarded for bad header offset fields
0 connection request
58 connection requests
61 connection accepts
118 connections established (including accepts)
121 connections closed (including 0 drops)
0 embryonic connections dropped
845 segments updated rtt (of 847 attempts)
0 resends due to path MTU discovery
0 path MTU discovery terminations due to retransmits
0 retransmit timeouts
0 connections dropped by rexmit timeout
0 persist timeouts
0 keepalive timeouts
0 keepalive probes sent
0 connections dropped by keepalive

udp:
42886 datagrams received

Alphabetical Listing of Commands 35



0 incomplete headers

0 bad data Tength fields

0 bad checksums

0 dropped due to no socket

42860 broadcast/multicast datagrams dropped due to no

socket
0 socket buffer overflows
26 delivered
106 datagrams output

ip specifies the Internet Protocol; icmp specifies the Information Control Message Protocol; tcp
specifies the Transmission Control Protocol; udp specifies the User Datagram Protocol.

Note: AIX 5.3 does not display the PMTU statistics for the IP protocol.
5. To display device driver statistics, type:
netstat -v

The netstat -v command displays the statistics for each CDLI-based device driver that is up. To see
sample output for this command, see the tokstat command, the entstat command, or the fddistat
command.

6. To display information regarding an interface for which multicast is enabled, and to see group
membership, type:

netstat -a -I interface
For example, if an 802.3 interface was specified, the following output will be produced:

Name Mtu Network Address Ipkts Ierrs Opkts Oerrs Coll

etd 1492 <Link> 0 0 2 0 0

etd 1492 9.4.37 hun-eth 0 0 2 0 0
224.0.0.1

02:60:8c:0a:02:e7

01:00:5e:00:00:01
If instead of -l interface the flag -i is given, then all configured interfaces will be listed. The network
interfaces are listed in the Name column; lo designates a loopback interface, et designates an IEEE
802.3 interface, tr designates a Token-Ring interface, while fi specifies an FDDI interface.

The address column has the following meaning. A symbolic name for each interface is shown. Below
this symbolic name, the group addresses of any multicast groups that have been joined on that
interface are shown. Group address 224.0.0.1 is the special all-hosts-group to which all multicast
interfaces belong. The MAC address of the interface (in colon notation) follows the group addresses,
plus a list of any other MAC level addresses that are enabled on behalf of IP Multicast for the
particular interface.

7. To display the packet counts in the communication subsystem, type:

netstat -D

The following output will be produced:

Source Ipkts Opkts Idrops Odrops
tok_devO 720 542 0 0
ent_devO 114 4 0 0
Devices Total 834 546 0 0
tok_ddo 720 542 0 0
ent_ddo 114 4 0 0
Drivers Total 834 546 0 0
tok_dmx0 720 N/A 0 N/A
ent_dmx0 114 N/A 0 N/A
Demuxer Total 834 N/A 0 N/A

36 AIX 5L Version 5.3 Commands Reference, Volume 4



(state)
LISTEN

LISTEN

1P 773 767 0 0
TCP 536 399 0 0
upp 229 93 0 0
Protocols Total 1538 1259 0 0
lo_if0 69 69 0 0
en_ifo 22 8 0 0
tr ifo 704 543 0 1
Net IF Total 795 620 0 1
NFS/RPC Client 519 N/A 0 N/A
NFS/RPC Server 0 N/A 0 N/A
NFS Client 519 N/A 0 N/A
NFS Server 0 N/A 0 N/A
NFS/RPC Total N/A 519 0 0
(Note: N/A -> Not Applicable)
8. To display detailed data of active sockets, type:
netstat -aon
Output similar to the following is displayed:
Active Internet connections (including servers)
Proto Recv-Q Send-Q Local Address Foreign Address
tcpd 0 0 =*.13 * %
so_options: (ACCEPTCONN|REUSEADDR)
q0len:0 glen:0 gqlimit:1000 so_state: (PRIV)
timeo:0 uid:0
so_special: (LOCKBALE|MEMCOMPRESS|DISABLE)
so_special2: (PROC)
sndbuf:
hiwat:16384 Towat:4096 mbcnt:0 mbmax:65536
rcvbuf:
hiwat:16384 Towat:1 mbcnt:0 mbmax:65536
sb_flags: (SEL)
TCP:
mss:512
tecp 0 0 =*.21 * %
so_options: (ACCEPTCONN|REUSEADDR)
q0len:0 glen:0 qlimit:1000 so_state: (PRIV)
timeo:0 uid:0
so_special: (LOCKBALE|MEMCOMPRESS |DISABLE)
so_special2: (PROC)
sndbuf:
hiwat:16384 Towat:4096 mbcnt:0 mbmax:65536
rcvbuf:
hiwat:16384 lowat:1 mbcnt:0 mbmax:65536
sb_flags: (SEL)
TCP:
mss:512
9. To display the routing table, type the following:
netstat -rn
Output similar to the following is displayed:
Routing tables
Destination Gateway Flags Refs Use If

PMTU Exp Groups
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Route Tree for Protocol Family 2 (Internet):

default 9.3.149.65 UG 0 24 en0 - -
9.3.149.64 9.3.149.88 UHSb 0 0 en0 - - =>
9.3.149.64/27 9.3.149.88 U 1 0 end - -
9.3.149.88 127.0.0.1 UGHS 0 1 100 - -
9.3.149.95 9.3.149.88 UHSb 0 0 end - -

127/8 127.0.0.1 U 11 174 100 - -

Route Tree for Protocol Family 24 (Internet v6):

el ::l UH 0 0 100 - -

Note: AIX 5.3 does not display the PMTU column.

The character => at the end of the line means the line is a duplicate route of the route on the
next line.

The loopback route (9.3.149.88, 127.0.0.1) and the broadcast routes (with the flags field containing b
indicating broadcast) are automatically created when an interface is configured. Two broadcast routes
are added: one to the subnet address and one to the broadcast address of the subnet. The presence
of the loopback routes and broadcast routes improve performance.

Related Information

latmstat] command, [entstat] command, [fddistat] command, iostat] command, [no] command, [tokstat]
command m

command command

The [hosts] file format, file format, file format, file format.

[Network performancelin Performance management.

TCP/IP routing gateways|, [Naming}, [TCP/IP addressing}, [TCP/IP network interfaces} [TCP/IP protocols| and
TCP/IP routing] in Networks and communication management.

newaliases Command

Purpose
Builds a new copy of the alias database from the mail aliases file.

Syntax

newaliases

Description

The newaliases command builds a new copy of the alias database from the /etc/aliases file. It must be
run each time this file is changed in order for the changes to take effect. Running this command is
equivalent to running the sendmail command with the -bi flag.

Exit Status

0 Exits successfully.

>0 An error occurred.

Files

lusr/sbin/newaliases Contains the newaliases command.
letc/maifaliases] Contains source for the mail aliases file command.

38 AIX 5L Version 5.3 Commands Reference, Volume 4



letc/aliasesDB directory Contains the binary files created by the newaliases command.

Related Information
The command.

[Mail aliases| and|Alias database building|in Networks and communication management.

newform Command

Purpose
Changes the format of a text file.

Syntax

newform [|§|] [} [[ Number | @[ Number] ] [E[ Character ] | [@[ Number] ] [El[ TabSpec] ]
[ 1 Number] ] [Fo|[ TabSpec]] [ﬂg[[ Number] ][ File ... ]

Description

The newform command takes lines from the files specified by the File parameter (standard input by
default) and writes the formatted lines to standard output. Lines are reformatted in accordance with the
command-line flags in effect.

Except for the -s flag, you can enter command-line flags in any order, repeated, and mixed with the File
parameter. However, the system processes command-line flags in the order you specify. For example, the
-c flag modifies the behavior of the -a and -p flags, so specify the -c flag before the -p or -a flag for which
it is intended. The -l (lowercase L) flag modifies the behavior of the -a, -b, -e, and -p flags, so specify the
-l flag before the flags for which it is intended. For example, flag sequences like -e15 -160 yield results that
are different from -160 -e15. Flags are applied to all files specified on the command line.

An exit value of 0 indicates normal execution; an exit value of 1 indicates an error.

Notes:

1. The newform command normally only keeps track of physical characters; however, for the -i and -o
flags, the newform command keeps track of backspaces to line up tabs in the appropriate logical
columns.

2. The newform command does not prompt you if the system reads a TabSpec variable value from
standard input (by use of the -i- or -o- flag).

3. If you specify the -f flag, and the last -o flag you specified was -0- preceded by either an -o- or an -i-,
the tab-specification format line is incorrect.

4. If the values specified for the -p, -I, -e, -a, or -b flag are not valid decimal numbers greater than 1, the
specified value is ignored and default action is taken.

Flags

-a [ Number ] Adds the specified number of characters to the end of the line when the line length is
less than the effective line length. If no number is specified, the -a flag defaults to 0
and adds the number of characters necessary to obtain the effective line length. See
also the |-¢ [ Character ] and |-p [ Number ]| flags.
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-b [ Number ]

-c [ Character ]
-e [ Number ]

-f

-i [ TabSpec ]

-l [ Number ]

-0 [ TabSpec ]

-p [ Number ]

Truncates the specified number of characters from the beginning of the line if the line
length is greater than the effective line length. If the line also contains fewer
characters than specified by the Number parameter, the entire line is deleted and a
blank line is displayed in its place. See also the -l [ Number ] flag. If you specify the
-b flag with no Number variable, the default action truncates the number of characters
necessary to obtain the effective line length.

This flag can be used to delete the sequence numbers from a COBOL program, as
follows:

newform -11-b7 file-name

The -I1 flag must be used to set the effective line length shorter than any existing line
in the file so that the -b flag is activated.

Changes the prefix/add character to that specified by the Character variable. Default
character is a space and is available when specified before the -a and -p flags.
Truncates the specified number of characters from the end of the line. Otherwise, the
flag is the same as the -b [ Number] flag.

Writes the tab-specification format line to standard output before any other lines are
written. The displayed tab-specification format line corresponds to the format specified
by the final Elflag. If no -o flag is specified, the line displayed contains the default
specification of -8.

Replaces all tabs in the input with the number of spaces specified by the TabSpec
variable.

This variable recognizes all tab specification forms described in the tabs command.

If you specify a - (minus sign) for the value of the TabSpec variable, the newform
command assumes that the tab specification can be found in the first line read from
standard input. The default TabSpec value is -8. A TabSpec value of -0 expects no
tabs. If any are found, they are treated as having a value of -1.

Sets the effective line length to the specified number of characters. If no Number
variable is specified, the -l flag defaults to 72. The default line length without the -I
flag is 80 characters. Note that tabs and backspaces are considered to be one
character (use theElfIag to expand tabs to spaces). You must specify the -l flag
before the -b and -e flags.

Replaces spaces in the input with a tab in the output, according to the tab
specifications given. The default TabSpec value is -8. A TabSpec value of -0 means
that no spaces are converted to tabs on output.

Appends the specified number of characters to the beginning of a line when the line
length is less than the effective line length. The default action is to append the
number of characters that are necessary to obtain the effective line length. See also
the -c flag.

Removes leading characters on each line up to the first tab and places up to 8 of the
removed characters at the end of the line. If more than 8 characters (not counting the
first tab) are removed, the 8th character is replaced by an * (asterisk) and any
characters to the right of it are discarded. The first tab is always discarded.

The characters removed are saved internally until all other specified flags are applied
to that line. The characters are then added to the end of the processed line.

Note: The values for the -a, -b, -e, -l (lowercase L), and -p flags cannot be larger than LINE_MAX or

2048 bytes.

Examples

To convert from a file with:

* Leading digits
¢ One or more tabs
e Text on each line
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to a file:

» Beginning with the text, all tabs after the first expanded to spaces
* Padded with spaces out to column 72 (or truncated to column 72)
» Leading digits placed starting at column 73

type the following:
newform -s -i -1 -a -e filename

The newform command displays the following error message and stops if the -s flag is used on a file
without a tab on each line.

newform: 0653-457 The file is not in a format supported by the -s flag.

Related Information
The command, command.

newgrp Command

Purpose
Changes a user’s real group identification.

Syntax
newgrp [ [ 11HJ [ Group |

Description

The newgrp command changes a user’s real group identification. When you run the command, the system
places you in a new shell and changes the name of your real group to the group specified with the Group
parameter. By default, the newgrp command changes your real group to the group specified in the
letc/passwd file.

Note: The newgrp command does not take input from standard input and cannot be run from within
a script.

The newgrp command recognizes only group names, not group ID numbers. Your changes only last for
the current session. You can only change your real group name to a group you are already a member of.
If you are a root user, you can change your real group to any group regardless of whether you are a
member of it or not.

Note: When you run the newgrp command, the system always replaces your shell with a new one.
The command replaces your shell regardless of whether the command is successful or not. For this
reason, the command does not return error codes.

Flags

- Changes the environment to the login environment of the new group.
-1 Indicates the same value as the - flag.

Security

Access Control: This command should be installed as a program in the trusted computing base (TCB).
The command should be owned by the root user with the setuid (SUID) bit set.
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Exit Status

If the newgrp command succeeds in creating a new shell execution environment, regardless if the group
identification was changed successfully, the exit status will be that of the current shell. Otherwise, the
following exit value is returned:

>0 An error occurred.

Examples

1. To change the real group ID of the current shell session to admin, enter:
newgrp admin

2. To change the real group ID back to your original login group, enter:

newgrp
Files
Jetc/group)

Indicates the group file; contains group IDs.

Indicates the password file; contains user IDs.

Related Information
The command, [setgroups| command.

newkey Command

Purpose
Creates a new key in the /etc/publickey file.

Syntax
lusr/sbin/newkey [ |£| HostName ] [ E| UserName |

Description

The newkey command creates a new key in the /etc/publickey file. This command is normally run by the
network administrator on the Network Information Services (NIS) master machine to establish public keys
for users and root users on the network. These keys are needed for using secure Remote Procedure Call
(RPC) protocol or secure Network File System (NFS).

The newkey command prompts for the login password of the user specified by the UserName parameter.
Then, the command creates a new key pair in the /etc/publickey file and updates the publickey
database. The key pair consists of the user’s public key and secret key and is encrypted with the login
password of the given user.

Use of this program is not required. Users may create their own keys using the chkey command.
You can use the Network application in Web-based System Manager (wsm) to change network

characteristics. You could also use the System Management Interface Tool (SMIT) smit newkey fast path
to run this command.
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Flags

-h HostName Creates a new public key for the root user at the machine specified by the HostName
parameter. Prompts for the root password of this parameter.
-u UserName Creates a new public key for a user specified by the UserName parameter. Prompts for the NIS

password of this parameter.

Examples

1. To create a new public key for a user, enter:
newkey -u john

In this example, the newkey command creates a new public key for the user named john.
2. To create a new public key for the root user on host zeus, enter:

newkey -h zeus

In this example, the newkey command creates a new public key for the root user on the host named
zeus.

Files

letc/publickey Stores encrypted keys for users.

Related Information
The command, command.

The daemon.

For information on installing the Web-based System Manager, see [Chapter 2: Installation and System|
in AIX 5L Version 5.3 Web-based System Manager Administration Guide.

[System management interface tool|in Operating system and device management.

[Network File System (NFS) Overview for System Management]in Networks and communication
management.

[Exporting a File System Using Secure NFS} [Mounting a File System Using Secure NFS|in Security.

[Network Information Service (NIS)|in AIX 5L Version 5.3 Network Information Services (NIS and NIS+)
Guide.

NIS Reference|

news Command

Purpose
Writes system news items to standard output.

Syntax
news [ [a | [n| | [§I ttem ... ]
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Description

The news command writes system news items to standard output. This command keeps you informed of
news concerning the system. Each news item is contained in a separate file in the /var/news directory.
Most users run the news command followed by the -n flag each time they log in by including it in their
$HOME/.profile file or in the system’s /etc/profile file. Any user having write permission to this directory
can create a news item. It is not necessary to have read permission to create a news item.

If you run the news command without any flags, it displays every current file in the /var/news file, showing
the most recent first. This command, used with the -a flag, displays all news items. If you specify the -n
flag, only the names of the unread news items are displayed. Using the -s flag displays the number of
unread news items. You can also use the ltem parameter to specify the files that you want displayed.

Each file is preceded by an appropriate header. To avoid reporting old news, the news command stores a
currency time. The news command considers your currency time to be the date the $HOME/.news_time
file was last modified. Each time you read the news, the modification time of this file changes to that of the
reading. Only news item files posted after this time are considered current.

Pressing the Interrupt (Ctrl-C) key sequence during the display of a news item stops the display of that
item and starts the next. Pressing the Ctrl-C key sequence again ends the news command.

Note: News items can contain multibyte characters.

Flags
-a Displays all news items, regardless of the currency time. The currency time does not change.
-n Reports the names of current news items without displaying their contents. The currency time does not change.
-S Reports the number of current news items without displaying their names or contents. The currency time does
not change.
Examples
1. To display the items that have been posted since you last read the news, enter:
news

2. To display all the news items, enter:

news |

All of the news items display a page at a time (I pg), regardless of whether you have read them yet.
3. To list the names of the news items that you have not read yet, enter:

news

Each name is a file in the /var/news directory.
4. To display specific news items, enter:
news newusers services

This command sequence displays news about newusers and services, which are names listed by the
news [n|command.

5. To display the number of news items that you have not yet read, enter:

news

6. To post news for everyone to read, enter:

44  AIX 5L Version 5.3 Commands Reference, Volume 4



schedule /var/news

This copies the schedule file into the system /var/news directory to create the /var/news/schedule
file. To do this, you must have write permission to the /var/news directory.

Files

/usr/bin/news Contains the news command.

letc/profile Contains the system profile.

Ivar/news Contains system news item files.

$HOME/.news_time Indicates the date the news command was last invoked.

Related Information
The |Eg| command.

The [letc/security/environ|file, [profile] file.

next Command

Purpose

Shows the next message.

Syntax

next [ [fFoider || [header] | [noheader] ][ [showproc| CommandString | ]
Description

The next command displays the number the system will assign to the next message filed in a Message
Handler (MH) folder. The next command is equivalent to the show command with the next value specified
as the message.

The next command links to the show program and passes any switches on to the showproc program. If
you link to the next value and call that link something other than next, your link will function like the show
command, rather than like the next command.

The show command passes flags it does not recognize to the program performing the listing. The next
command provides a number of flags for the listing program.

Flags

+Folder Specifies the folder that contains the message you want to show.

-header Displays a one-line description of the message being shown. The
description includes the folder name and message number. This is the
default.

-help Lists the command syntax, available switches (toggles), and version
information.

Note: For MH, the name of this flag must be fully spelled out.

-noheader Prevents display of a one-line description of each message being
shown.

-noshowproc Uses the /usr/bin/cat file to perform the listing. This is the default.

-showproc CommandString Uses the specified command string to perform the listing.
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Examples

1. To see the next message in the current folder, enter:
next

The system responds with a message similar to the following:
(Message schedule: 10)

The text of the message is also displayed. In this example, message 10 in the current folder schedule
is the next message.

2. To see the next message in the project folder, enter:
next roject

The system responds with the text of the message and a header similar to the following:
(Message project: 5)

Files
$HOME/.mh_profile Specifies a user's MH profile.
/usr/bin/next Contains the next command.

Related Information
The command, command.

The file format, file format.

[Mail applications|in Networks and communication management.

nfs.clean Command

Purpose
Stops NFS and NIS operations.

Syntax
letc/nfs.clean [-dj[Fyli-{ nfsinis]

Description

The /etc/nfs.clean command is used to shut down operations of NFS, NIS, or both. This script is used by
the shutdown command but can be used to stop operations of only NFS or NIS (NIS+). By default, all
NFS and NIS daemons are stopped.

This command is recommended instead of using stopsrc -g nfs since the nfs.clean command shuts
daemons down in the correct order. The stopsrc command has no notion of stopping daemons of a group
in the proper order. This can cause problems if the statd and lockd daemons are running and the statd
daemon is stopped before the lockd daemon.

Flags
-d Stops only server-specific daemons. Daemons that can run on clients are not stopped.
-y Stops only server-specific NIS (and NIS+) daemons. This flag is presumed if the -d flag is used.
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-t Stops only the specified system. If -t nfs is specified, only the NFS daemons are stopped. If -t nis is
specified, only the NIS daemons are stopped.

Exit